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Nowadays, multicarrier transmission technique, e.g., @t©FDM, receives quite
intense attention in the optical communications and netmgrkield due to its potential
to provide dispersion compensation. Adaptive modulatievell is commonly and
naturally employed in relation to multicarrier transmiesi, provided (sub)channel state
information is available. The modulation level adaptatismsually done by a bitloading
mechanism. In our work, given some modulation formats that@be used, we attempt
to reduce the computational complexity order of the bitiogdalgorithm from the one
that has been presented in the literature. The bitloadingoathm is applied to a
multicarrier multimode PON.

I ntroduction

Multicarrier transmission technique offers a potentightovide dispersion compensation
from a rather different perspective where signal distarteomitigated by way of parallel
narrowband transmissions. This technique is beneficiabfonultimode PON which
has to offer a system capacity in the order of Gbps and covekilemeters distances.
Especially in the case of optical OFDM where some inheregitali signal processing
is used, it's quite straightforward to use an adaptive matiluh scheme: temporally
adapting the modulation level of each subcarrier to opentiie system capacity, subject
to a certain prescribed probability of bit error, based @an(#ub)channel state information.
In our multicarrier multimode PON, the modulation level ptiion, as a part of the
dynamic capacity allocation [1], is determined by the OLTenit is assumed that the
(sub)channel state information is available to the OLT.

Choosing the modulation level of each subcarrier is usuallied bitloading. In [2],
an optimal algorithmic bitloading was presented. The caxip} of this bitloading,
assuming the use of linear searchOi(sNzK), whereN is the total number of subcarriers
andK is the maximum allowable number of bits per symbol. The bdliag is usually
used as a part of a heuristic dynamic capacity allocatioardhgn. In this case, a low-
order algorithmic complexity is required as the algoritrsnto be used in a real-time
system (e.g., adaptive to (sub)channel condition andaffidioad). Indeed some paper
authors, e.g., [3, 4] became reluctant to employ an adapptienal bitloading scheme
due to its algorithmic complexity, hence preventing therfurther optimize the system
capacity. In this paper, we describe our attempt to redueedimplexity of the bitloading
algorithm, especially as a part of our dynamic capacitycallmon algorithm as described
in [1].
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Adapting the bitloading algorithm

The optimal bitloading algorithn® gori t hm M nCost ) givenin [2] (see Algorithm
1) is of the cost minimization type (given a certain total fugmof bitsbixeq to be loaded).
TheAl gori t hm M nCost in fact works by using a greedy approach, i.e. loadifgq
bits one by one, based on the least additional Aogk = Cj k41 — Cj k at each stepcf «
is the cost to load bits onto subcarrief andcj o = 0Vj, meaningcj k = z{f;olch,k).
Note thatAl gorit hm M nCost requiresAcjk be strictly increasing irk. For our
multicarrier multimode PON we instead would like to maximithe number of loaded
bits while not exceeding a certain cagkeq (Pr obl em MaxBi t ). Nevertheless, it is
possible to employAl gorit hm M nCost in order to find a solution td’r obl em
MaxBi t , givencixed, Dy increasing théxixeq ONe by one while the resulting’ < Crixed
until the state after which increasing thgeq one bit more would mean that the resulting
C* > Ciixed- We then havéd* = byixeq Of this state.

Algorithm 1 Al gori t hm M nCost
Require: Acj (bj) = [cj (bj+1) —cj (bj)]; c=0 and for allj, letb; =0
1: while y ;bj < brixeq do
2:  j*«argminAc; (bj)
j

3:  c—c+Ac (bjr)
4. bp —bpx+1
5: end while

Is the solution found using (repeated applications of) Ahgori t hm M nCost for
thePr obl em MaxBi t optimal? We establish the optimality of this solution asdafs:
Suppose there is anothél gori t hm al t that can loadog > b* with ¢y, < Cfixed.
Using Al gorit hm M nCost with by bits to be loaded would result irr:galt > Cfixed-
However, the optimality oAl gori t hm M nCost dictates that givetyixeg = bai, NO
other algorithms can satisfy / resultén< ¢, , meaningc > ¢; -must hold which then
implies thatc > Crixeq. BecauseAl gori t hm al t is among these other algorithms, it
implies thatcy,, > Crixed t00: a contradiction. Hence, it can be established thatatege
applications ofAl gorit hm M nCost results in an optimal solution t&r obl em
MaxBit .

Algorithm 2 Al gori t hm MaxBi t
Require: Acj(bj) = [cj(bj+1)—cj(bj)]; c=0and for allj, letb; =0
1: whiletruedo
2. j* —argminAc;j (bj)
j

C«— C+ACJ'* (bj*)
if ¢ > Ciixeq then
break{finish the while loop
else
bj* — b]* +1
end if
9: end while

R Al

Exploiting the greedy approach @i gorit hm M nCost, modifying Al gori t hm
M nCost in order to find an optimal solution t&r obl em MaxBi t can be quite
straightforward, namely, by testing whetheg, € Ciixeq and) ¢;,; > Ciixed for b =
0,1,2,... increasingly (whereg is the minimum cost to loath bits). The value ob
that makes the test return true is then the valué*ofi.e. the maximum total number
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of bits that can be loaded given a fixed costcgfeq. We call the resulting algorithm:
Al gorithm MaxBit (see Algorithm 2).

Reducing the complexity order of the bitloading algorithm

Due to line 7 (loading additional bit) in Algorithm 2, ther{gar) search for the minimum
additional cost at line 2 must be repeated every time a lotidéd. This repetition renders
the complexity order rather high, namety,(N?K). in order to reduce the complexity
order, we propos@l gori t hm MaxBi t 2 (see Algorithm 3) which employs a sorting
in ascending order of the additional coAts i that needs to be performed only once. To
enable the sorting, thsc;  should be precalculated for glandk. Subsequent necessary
operations for the bitloading are given at line 2-10.

Algorithm 3 Al gori t hm MaxBi t 2

Require: arraysA; (containing data pairsubcarri er andcost); i =1;c= 0 and for allj, letb; =0
1: construct the sorted arr@dyusingcost fields as the keys
2: whiletruedo
3:  j* < Ali].subcarrier

4: c«c+AJi.cost

5 if C> Crixeq then

6: break{finish the while loop
7.  dse

8 bjs —bj++1

9: i—i+1

10:  endif

11: end while

Al gorithm MaxBi t 2 for the bitloading works correctly ifc; x is strictly increas-
ing with k. This requirement comes fromAl gorithm M nCost as the basis
for Al gorithm MaxBit2. By using the modulation formats in Table 1 for the
adaptive modulation scheme and following the common pradi use square signal
constellations, one can satisfy this requirement (notettieebits are consequently loaded
per 2 bits andAc; x = Cj k2 — Cjx With k is even). From the tableg is the signal
amplitude of an outermost point in the signal constellatiaich is proportional to the
average energy of this constellation point. The last ronheftable is a trick to ensure
that no more than 8 bits can be loaded onto a subcarrier. F@pagific system, we set
Cj k = gj - &, whereg; is the overall gain of subchannglin order to avoid clipping.

TABLE 1: The modulation formats and their associ- 8

ateday.
| kbits/symbol| modulation format| & | 6
0 - 0 .
2 QPSK 1 o 4
Z 16-QAM 3 <
6 64-QAM 7 2
8 256-QAM 15 :
10 - © % 2 | 4 6

FIGURE 1: Acjk with gj =1 andK =8

Because arrayA consists ofNK elements, using an ordinary efficient sorting results
in O(NKIg(NK)) complexity order forAl gorithm MaxBit 2. This is already an
improvement fromO (N?K) (whenN is large enough anH is small - this is a typical
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system configuration). But by exploiting the fact tid;  is strictly increasing witkk,

we can further reduce the resulting complexity order. Fing putAc; x into subarrays

Aj for eachj. Then, by using the merging process of the well-known meaye(see
e.g., [9]), we construct the sorted arrAy The trick is to start the merging process from
arraysA| rather than from individual elements because e®db already naturally sorted.
As the merging process can be illustrated as a binary treeHggire 2 as an example),
the number of merging stages can be found tdlgéN)]. In each stage, at mobstK
comparisons need to be done. Now, it becomes clear that sudting complexity
order of this peculiar sorting i® (NKIg (N)) which becomes the complexity order of
Al gorithm MaxBit 2 as it is dominated by the complexity order of the sorting part

(atline 1).
A,

A1 Az A3
(23462
V
D H2E 2[4 4 s H2

FIGURE 2: A sorting example wittN = 4 andK = 3

Conclusion

We have shown that through some modifications, we were ablediace the compu-
tational complexity order of the bitloading algorithm from(NzK) as listed in the
literature toO (NKIg (N)). This complexity reduction can lend support to the use of the
bitloading algorithm to further increase the system capaafia multicarrier multimode
PON.
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