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Abstract Interactive Problem Solving Environments (PSEs) offerrgedrated approach
for constructing and running complex systems, such asildised simulation
systems. To achieve efficient execution of High Level Arettitire (HLA)-based
distributed interactive simulations on the Grid, we inwiod a PSE called Grid
HLA Management System (G-HLAM) for their management. TBislone by
introducing migration and monitoring mechanisms for sugpl@ations. In this
paper we present how G-HLAM can be applied to the applicatsupporting
surgeons with simulations of vascular reconstructionpgislistributed federa-
tions on the Grid for the communication among simulation aistialization
components.
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1. Introduction

Problem Solving Environments (PSESs) are integrated coatipuial sys-
tems that allow scientists to define complex problems, fieddlguired nearest
components and resources available, and utilize themegitlgi PSEs offer
an integrated approach for constructing and running coxmgjstems, such as
distributed simulation and decision support systems.

In this paper we focus on PSEs for running distributed irtiéva simulations
on the Grid. This effort gives a potential opportunity forttee and more
convenient usage of distributed resources that are negdsach simulations,
but were previously inaccessible and are now availableutjiraGrid.

There are existing solutions that may be used as underlyamgeworks for
such PSEs. One of such frameworks is the High Level Architec{HLA)
[11]which offers many features for developers of intenaetand distributed
applications. HLA allow for merging geographically - dibuted parts (called
federate} of simulations (calledederation$ into a coherent entity. The High
Level Architecture is explicitly designed as support faleractive distributed
simulations, it provides various services required fot #pecific purpose, such
as time management, useful for time-driven or event-drivéeractive simu-
lations. It also takes care of data distribution managenagit enables all
application components to see the entire application deeaesin an efficient
way. On the other hand, the HLA standard does not providenzaiio setup of
HLA distributed applications and there is no mechanism figrating federates
according to the dynamic changes of host loads or failurés;iwis essential
for Grid applications. Therefore, there is a need for a PSEwould manage
HLA-based collaborative environments on the Grid.

The Grid Services concept provides a good starting poinbédiding the
Grid HLA Management System (G-HLAM) for that purpose, asciégd in
[23]. The concept of G-HLAM can be also ported to componeatfpims like
CCA [4], H20 [14], ProActive [20]or Grid Component Model [JLO

The paper is organized as follows: in Section 2 we presentviewe of
existing PSE systems for distributed interactive simalai For each of these
environments, we analyse the advantages and disadvaritageapting Grid
solutions. In Section 3 we describe benefits of using HLA farmurposes and
present G-HLAM system. In Section 4 experimental resukspaesented. We
conclude in Section 5.

2. PSEsfor distributed interactive applications
2.1 Computational Steering Environment

The aim of the Computational Steering Environment (CSE}[@] provide
scientific end users with an environment in which they caiilyedsfine inter-
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active interfaces to ongoing simulations. The CSE architeds implemented
as a set of processes - called satellites - which implemendlatd visualization
operations. The simulation is also seen by the system aslliteatSatellites
cooperate by sending and receiving data from a central dateager which,
in turn, notifies all interested satellites about data momst The most pre-
dominant satellite is the interactive graphics editingl wadled Parametrized
Graphics Object (PGO) editor, which allows the end user ttctk out vi-

sualizations. A two-way binding between visualization alada is achieved
by binding the sketch to data within the data manager. CSE tneeTCP/IP
protocol as a communication layer between satellites.

The main disadvantage of the CSE is its centralization, wh&mpers its
scalability in Grid environments. However, the idea of aadatanager and
satellites can be somehow extended (e.g. by building Itleical or distributed
data sets).

2.2  Collaborative User Migration, User Library for
Visualization and Steering

Collaborative User Migration, User Library for Visualizan and Steering
(CUMULVS) [13]allows the programmer to add interactiveestag and visu-
alization to an existing parallel or serial program (tadkjjth CUMULVS, each
of the collaborators can start up an independent view proghat will connect
to the running simulation program. Viewers allow sciemtigt browse through
the various data fields being computed and observe the apgoinvergence
toward a solution.

CUMULVS also allows an application program to perform udeected
checkpointing and automated restarts of parallel prograsimg checkpointing,
even across a heterogeneous cluster of machines. A sirgglélrary interface
routine passes control to CUMULVS periodically, to trangpaly handle the
viewer attachment / detachment protocols, the selectidreatraction of data,
and the updating of steering parameters. CUMULVS allowd deant-end
viewer to interactively select the granularity and exterdata that it desires to
view.

Currently, CUMULVS uses PVM [21]as its message passingtsates it
allows for pairs of anonymous tasks to communicate with edhbr without
both tasks being started at the same time. MPI does not diiesetdynamics,
so porting CUMULVS ideas to MPI would not be easy.

2.3  CactusProblem Solving Environment

Cactus [1]is an open-source problem solving environmesigded for sci-
entists and engineers. The name Cactus comes from the defséggoentral
core, which connects to application modules - or thornseuttbh an extensible
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interface. Thorns can implement custom-developed séiemti engineering
applications, such as the Einstein solvers, or other agdics such as compu-
tational fluid dynamics. Cactus is an environment for a wialege of issues,
here we concentrate on its support for parallel or distedusimulations and
their visualisation. In Cactus, different thorns can bedusemplement differ-
ent parallel paradigms, such as PVM, Pthreads [17], OpendP CORBA
[5], MPICH-G etc. Cactus can be compiled with as many dritierns as re-
quired (subject to availability), with the one actually ds#hosen by the user at
runtime through a parameter file. Cactus provides the ghdistream online
data from a running simulation via TCP/IP socket commurocat Multiple
visualization clients can connect to a running Cactus exbdel via a socket
from any remote machine on the Grid, then request arbitratg ffom the run-
ning simulation and display simulation results in real tinfdnis can be done
in two ways: by an HTTP control interface or through socketractions.
Cactus already provides support for Grid—enabled MPI - MRI&. Its main
disadvantage is that the parallelization is limited to dom@ecomposition.
However, because of the modular architecture of Cactuppears that adding
extended functionality would be quite easy for applicati@velopers.

2.4 Discover

Discover [15]is a interactive and collaborative systent émables geograph-
ically distributed scientists and engineers to collatieedy monitor, and con-
trol high performance parallel/distributed applicatiasing web-based portals.
Discover provides a three-tier architecture composed @iahable thin clients
at the front-end, a peer-to-peer network of servers in thddhaj and the Dis-
tributed Interactive Object Substrate (DIOS++) at the bawcH.

An important part of Discover is a rule-based visualizatgystem. Rules
are decoupled from the system and can be externally injeotethnage such
visualization behavior at runtime, as autonomically sibecthe appropriate
visualization routines and methods and adjusting the etxrathreshold.

To allow rule—based management, DIOS++ provides autonohjects that
extend application computational objects with sensors doitar the state of
the objects. It also contains actuators to modify the sthtieeoobjects, access
policies to control accesses to sensors and actuators Endgents to enable
rule-based autonomic self-management. Discover uses HdiTédnnection
with visualisation thin clients and CORBA for communicatiwith application
engines.

Discover already possesses a distributed and scalableégpeer type of
architecture. However, it can still be extended to take athge from Grid
technology, which would enable it to be automatically seang effectively run
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in a non-centrally controlled environment consisting dfedent administrative
domains.

25 TENT

TENT [24]is a software integration and workflow managemesstem that
helps improve the building and management of process cliainsomplex
simulations in distributed environments. TENT allows farline steering,
and visualization of simulations. Wrappers are used tafate application
modules (e.g. Computation Fluid Dynamics (CFD), Compataftructural
Mechanics (CSM), visualisation or filters) with the systelthe system con-
sists of base components which include: modules for cdimgoWworkflows;
factories for starting system and applications in the iigsted environment;
the name server as the central information service. Theralao support com-
ponents — additional services for special application adea not covered by
the basic functionality. Examples include: a data servestioring data files, a
monitoring and reporting component, and several speciatrabcomponents
(e.g., for coupled simulations like the ones parallelizethwWIPl). The system
is controlled by a user through a GUI. TENT uses CORBA for camitation
between parts of the system.

TENT is already Grid—enabled. The Globus Toolkit versiors 2ised for
resource selection, for starting applications, and foadigtnsfer and security.
The system supports MPICH-G2 simulations.

2.6 Interactive Simulation Systems Conductor

Interactive Simulation Systems Conductor (ISSCondud®i)is an agent
oriented component framework for Interactive Simulatigst®éms. The system
introduces two kinds of agents: Module Agents that are $ipdoir different
modules of interactive application like simulation, viization and interaction
and Communication Agents that are used for communicatitwden Module
Agents and actual modules. Module Agentuses an extendegidiate machine
to model the run-time behavior of a component, and adoptsdiider logic to
represent the interaction constraints between comporaerdsto implement
them in the knowledge bases of agents. 1SS-Conductor gepdise basic
computational functions of a component from its run-timédngor controls,
and provides a high level interface for users to designauatéwn scenarios. The
framework is very general and can be used for various inteeapplications.
ISS-conductor is built on top of HLA described in the preadgection.

Currently, ISS-Conductor is not Grid-enabled, howeveraih @asily take
advantage of the system presented in this thesis, sinceuilisover the HLA
standard.
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2.7  Comparision of existing PSE’s

System Typeof smulationand | Protocol Portingto the Grid issue
itsdistribution
CSE runtime steering — mul{ TCP/IP scalability issue

tiple visualizations for
one simulation
CUMULVS runtime steering of par{ PVM porting to MPI issue
allel simulations (PVM)
CACTUS runtime steering of| two possi- | support for MPICH-G
parallel or distributed| bilities:
simulations PVM,| 1) HTTP
Pthreads, OpenMR, 2) HDF5
CORBA, MPICH-G format

over
TCP/IP
Discover parallel and distributed HTTP, scalable architecture that could
applications in general| CORBA be extended to allow automatic
setup and effective run in non-
centrally controlled Grid envi-
ronment
TENT parallel and distributed CORBA TENT is already Grid enable
simulations by using GTv2 and MPICH-G2
features [24]
ISS-Conductor| distributed simulations| HLA no adaptation to changing en-

vironment, no automatic setup,
no dynamic discovery

Table 1. Main features of the interactive simulation and visual@agenvironments

In this Section we have presented existing environmentsstifgport inter-
active steering of simulations. For each of presented systee described the
architecture and protocols used to connect simulations wisualizations. For
each of the systems we also analyzed the possibilities @tiadgit to the Grid
environment. A summary of the features of the presented@sysis show in
Tab. 1. CSE, CUMULVS, Cactus, Discover and TENT focus moresap-
port for steering simulations without much concern for athed simulation
composition from distributed components which often useeint time man-
agement. 1SS-Conductor is a high—level system built oveAHla standard
allowing for interoperability between different types afwilations. Basing on
this analysis, we have chosen HLA as a base for distributiedactive simu-
lations running on the Grid. It is a well recognized standand offers all the
necessary functionality for simulation developers. Itpamant feature is that
the local time management mechanism of one simulation caemidfederate)
is not visible to other federates. Hence, all forms of timenagement (time—
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driven, event—driven, parallel discrete event, real—tidre&ven) may be linked
together. HLA also allows to build scalable simulation eyss. It separates
the communication infrastructure from the actual simolati Additionally, it
introduces a uniform way of describing events and objecisgoexchanged
between federates. All of these features allow interopknabetween various
simulations. Although HLA originates from the defense teabgy, there is
a growing interest from non-military areas like manufaitgr transportation
and gaming industries. Therefore companies are currenbiiking on more
scalable and efficient implementations of the standard. [22¢cently, open
source implementation was also released [18].

3.  PSE for HLA-based simulations
3.1 Needfor aGrid for HL A-based applications

Usually, parts of distributed simulations require diffiereesources: quick
access to database, computational power or specific VR laaedwt is quite
unlikely to find those resources at one geographical sitalitAahally, if more
simulations need to be run concurrently, one site with camtpnal power may
not be sufficient. A similar problem arises when many visaions (users)
located in different places want to observe the same siioulatTherefore,
the application modules usually have to be located in ggbgeally different
places and the Grid concept that facilitates access to ctingpesources may
be a very promising approach here.

As stated above, HLA has advanced mechanisms supportimidpdisd sim-
ulations, so execution of HLA—based applications on the &mould be natural
extension of its usage. However, the HLA standard was dpeel@ssuming
a certain quality of service in the underlying environmenhherefore, there is
a need for adaptation of HLA—based applications to the dyceliy chang-
ing Grid as well as for automatic setup, dynamic discoveny fanlt-tolerance
mechanisms.

The Grid [7]is designed to coordinate resources that areundéer central
control. Additionally, the Web services [25]concept of tahst interfaces al-
lows for modular design (OGSA, WSRF) [8]. However, the Grigtieonment
is shared between many users and its conditions can chaageimpredictable
way. Therefore, there is a need for a system that adapts His&db appli-
cations to a dynamically—changing environment and reguiaglt tolerance
mechanisms such as migration of its distributed federatdse@r monitoring.

In addition, the Grid idea is to facilitate access to comuytiesources and
make it more transparent to the user. Currently, settingisgilouted appli-
cations based on HLA requires tedious setup and configatatithe HLA
standard does not cover aspects of dynamic discovery of Hiderations.
Therefore, there is a need for a mechanism that sets up an bs®d applica-
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tion on geographically distributed system (i.e. the Gridaimore convenient
way. Subsequently, HLA federates should be able to find onthandynami-
cally and transparently to the user. Additionally, HLA doex provide secu-
rity mechanisms similar to the one provided by the Grid Siggimfrastructure
(GSI) [9],

3.2 Grid HLA Management System

SITEA (USER) N-th Grid site supporting HLA
fmmmm e L mmmm = :
i Application |1 —i[Applicatior
Broker Client i [ Benchmark hﬁ’gnim,mg :: HLA-Speaking f fggerate
 |Sevices | | servie Manage| ST J) coge
1 [ v 1
SITE B 'l Infrastructure |1} [Ty " RTIExec | !
| Monitoring Service) 1 Segr"vice ' ' Service '
Broker Servicg ! 1 : 1 1
I Broker Support 11 Migration Support: HLA Interfacing |
! Services 11 Services " Services 1
Performance B e W 1
Decision Service
Applicati HLA
pplication
Monitoring bus
Main Service L -
Manager Grid site supporting HLA- - - - - - - - - -
'Migration Support, ! HLA-Speaking | !
SITEC ' Services . Service '
" Broker Support ' ' HLA 'J RTIExec
. i~neh 1
Registry Servic ! Services ' :Managemen RTIExec [
e ! Services | Service !

I:l Services I:l HLA legacy components

Figure 1. Grid HLA Management System Architecture (G-HLAM consistservices which
control the whole HLA application and the services that $thbe installed on each HLA-enabled
Grid site.

The Grid HLA Management System (G-HLAM) supports efficiexdeution
of HLA-based simulations on the Grid. The system is builtamof the Open
Grid Services Infrastructure as presented in [26, 23, I2{hé future we would
like to use also lightweight Grid Component platform [2]tbat purpose.

The architecture of G-HLAM system is shown in the Fig. 1. Theuyp
of main G-HLAM services consists of: Broker Servicewhich coordinates
management of the simulationParformance Decision Servig¢hich decides
when the performance of any of the federates is not satwfaeind therefore
migration is required, andRegistry Servicevhich stores information about the
location of local services. On each Grid site, supporting®there are local
services for performing migration commands on behalf ofBieker Service
as well as for monitoring federates and benchmarkifygplication Monitoring
Servicesare based on the OCM-G monitoring system [3]. HieA—-Speaking
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Serviceis one of the local services interfacing federates with thellGA\M
system, using GRAM for submission of federates. A more tetalescription
of the HLA-Speaking Servigcdogether with the GridHLAController library,
which actually interfaces the application code with theeays can be found in
[12].

4.  Application of G-HLAM to vascular reconctruction

In this section we present results from the experiment uGrdLAM for
the prototype collaborative environment for vascular retnuction . The pro-
totype consists of two types of modules communicating witliAHsimulation
module(MPI parallel simulation) angisualization—receiver modulésespon-
sible for receiving data from the simulation). We show howration improves
performance from the point of view of the user - i.e. how sagdutput data
from the simulation changes after migration if the partied@ation results are
actually observed by someone. The experiment was perfoometde Dutch-
Grid DAS2 testbed infrastructure and at CYFRONET, Krakow,shown in
Tab. 2. Inthe presented experiment one simulation was teigrd he number

Operating System Red Hat Enterprise Linux Advanced Server, version 3

Networ k 10 Gbps (DAS2) + 155 Mbps (DAS2-Cyfronet)
Role Name CPU RAM
Migration source DAS2 Nikhef | Pentium Il 1 GHz 1GB
Migration destination| DAS2 Leiden | Pentium Il 1 GHz 2GB
visualizations DAS2 Delft Pentium Il 2GHz 2GB
DAS2 Utrecht| Pentium Il 1 GHz 1GB
DAS2 Vrije Pentium 111 1 GHz 2GB
RTlexec Cyf Krakow Xeon 2.4 GHz 1GB

Table 2. Grid testbed infrastructure

of visualization—receivers was fixed and equal to 25. In éxgeriment we
show how migration can improve the efficiency of simulatice@ition when
its results are sent online to many users. The bandwidtHadifor testing
was broad (10Gbps), so communication did not play an imporiale and
calculations were the most time—consuming part of the di@tuln order to
create conditions in which migration would be useful, wer@ased the load
of the Grid site where the simulation was executed (clusté&msterdam) by
submitting non-related, computationally—intensive jobext, we imitated a
Resource Broker and migrated the simulation to anothervditieh was not
overloaded (cluster in Leiden). The experiments were peréal at night in
order to avoid interference from other users. Fig. 3 showdithe as a func-
tion of the number of interactive steps with a human in thel@or the first
8 steps). At each step, the simulation calculates data amtkseto the 25
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Number of Calculations plus sending Note
simulation’s step from sim. tovis. time

1 112 before migration
2 109 before migration
3 100 before migration
4 177 including migration
5 30 after migration

6 45 after migration

7 46 after migration

8 39 after migration

Table 3. Impact of migration on simulation performance within thdl@oorative environment

visualization—receivers modules using HLA. Tab. 3 shoved tlefore migra-
tion the average time in a single step was around 107 sec &rdnaifyration

around 40 sec (which is 2.6 times shorter). The time of thp steen mi-

gration was performed was 1.6 longer then the average tirfftedomigration.

The results show that it is better to spend some time on ngrad another
site, from where the response time is shorter. In our expamtin each step,
the simulation produces 52000 velocity vectors of simuldti®od flow in 3D

space. We used GT v3.2 and HLA RTI 1.3v5.

5. Summary, Conclusions and Future Work

In this paper we have presented the brief analysis of PSHsosiing the
development, execution and/or steering of simulations.e&oh of these envi-
ronments, we have analysed the advantages and disadwahtagelaptation
of Grid solutions. According to our analysis, there was riatson that allowed
to run HLA simulations, including legacy codes, on the Grickificient way
as it can be achieved by G-HLAM. We have shown that migratibbaally
performing parts of simulations to a better location reducemputation and
communication time and effectively improves the overalfgenance.

The future work will concentrate mainly on using componechéectures
(like CCA[4], H20 [14], ProActive [20], GCM [10]), as theyaa very promis-
ing approach due to such features as lightweight enviroten@j, dynamic
behavior, scalability to suit various environmental regmients etc. Apply-
ing the advantages of these technologies to distributedaative simulations
will allow not only for technological migration of existinG-HLAM function-
ality, but also for it's extension to achieve reusabilitydainteroperability of
simulation models.
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