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Abstract—Online shopping has developed to a stage where cat-
alogs have become very large and diverse. Thus, it is a challenge
to present relevant items to potential customers within a very few
interactions. This is even more so when users have no defined
shopping objectives but operate in an opportunistic mindset. This
problem is often tackled by recommender systems. However,
these systems rely on consistent user interaction patterns to
predict items of interest. In contrast, we propose to adapt the
classical information retrieval (IR) paradigm for the purpose
of accessing catalog items in a context of un-predictable user
interaction. Accordingly, we present a novel information access
strategy based on the notion of interest rather than relevance. We
detail the design of a scalable browsing system including learning
capabilities joint with a limited-memory model. Our approach
enables locating interesting items within a few steps while not
requiring good quality descriptions. Our system allows customer
to seamlessly change browsing objectives without having to start
explicitly a new session. An evaluation of our approach based on
both artificial and real-life datasets demonstrates its efficiency in
learning and adaptation.

I. MOTIVATION

The emergence of online shopping has offered new opportu-
nities to propose services and products to customers. Currently,
many online shops are not anymore restricted to a certain
category of products. For example Amazon, initially focused
on cultural and entertainment media (books, music, and video),
is now offering products as diverse as home appliances or
jewelry. Even more crucial, we usually find thousands of
items within a product category, e.g. 38 million books and
3,5 million jewelry items on Amazon. Both the breadth of
product lines and the depth within a product line not only boost
the volume of the catalogs but also make it difficult for the
customer to find products of interest without an accurate search
protocol. Presenting relevant products to potential customers is
the goal of recommender systems. Independent of their type
(collaborative filtering systems, content-based recommender,
etc), recommender systems usually operate on a user profile
gained from previous shopping sessions. For this reason, rec-
ommender systems suffer from the cold-start problem, when
new users and/or new products appear [1]. Furthermore, they
extract user profiles and predictions from consistent interaction
patterns to propagate judgments between users.

In contrast to the above, our approach does not require
the definition of a user profile nor it imposes specific search
sessions with pre-defined objectives. In other words, we
present an efficient product access strategy enabling intuitive
browsing by estimating the user’s intention from his/her input
to the system and displaying items that are considered as
most interesting to him/her (and thus likely to be purchased).
Our new information access strategy is based on the notion
of current interest rather than on the notion of relevance
classically used in Information Retrieval [2]. We detail the
design of an information browsing system while keeping the
following objectives in mind:

(O1) We accommodate serendipity. We assume no pre-defined
(fixed) objective of the user’s chain of actions;

(O2) The system matches classic (simple) interaction models;
(O3) The system is scalable in terms of the volume of the

product catalog.

Our approach results in an interactive navigation system,
which let the user operate naturally over the product catalog
while swiftly reacting to changes in the browsing objectives.
The major difference with earlier approaches is a rapidly
adapting system, that copes with radical changes, and is
scalable to operate over realistic-scale product catalogs.

The remainder of the paper is structured as follows: in section
II, we discuss relevant approaches for information character-
isation and content access strategies in large repositories. In
section III, we present our interaction model, which describes
the type of interaction that is expected from the user and
what information is carried over with this interaction. We
formalise our navigation model, anticipating functional issues
in section IV. In particular, we review its properties ensuring
scalability and compatibility with other models. In section V,
we propose a comprehensive assessment of the performance
of our model in an adaptive browsing scenario. At every
browsing step, the system aims at displaying the most useful
items to the user with respect to past interaction. Although our
study includes an inherent temporal dimension, which makes
the evaluation context different from that of classical search
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systems, the evaluation may still be performed following
IR assessment procedures. We therefore propose to evolve
standard IR evaluation protocols in order to accommodate
differences. Experimental results are then derived from this
proposed evaluation strategy, implemented into two different
setups. Finally, we present our conclusions in section VI.

II. RELATED WORK

The multiplication of large-scale online information repos-
itories has created the need for robust and adaptive access
strategies in many applicative areas such as business [3],
education or culture [4], [5], [6], or general public domain [7].
Search and retrieval operations have installed themselves as a
base paradigm for accessing items from within a collection.
They are mostly based on the notion of a query formulation
[8]. The domain of knowledge management, via the definition
of accurate data description schemes offers solutions for accu-
rate query-based information access. However, the complexity
and induced costs of design, creation, maintenance and com-
patibility of such descriptions generally impedes their usage
and development. Hence, in the case of systems operating over
poorly described or non-textual data, the idea of “query-by-
example” has emerged [2], [9] as a help to formulate the
query. Positive and negative examples are aggregated over
intermediate search operations, in order to form a descriptive
set for the sought items. Examples then become the base for
online learning operations, so as to generalise “classes” of
provided relevant and non-relevant items [10], [11], [12].

Browsing systems have been proposed and are also mostly
based on the definition of a search objective [13]. Such
systems are typically oriented towards the localisation of a
known object, be it copy detection [14] or user’s mental
image localization [15], [16]. They iterate user judgements
over appropriately-chosen sample sets of items to estimate the
target item the user has in mind. This framework has been
extended by [17] from image search to product browsing for
mobile e-commerce. Our proposal differs from that work in
the fact that, while our method may be used as a search system
(see discussion in section VI), we assume no predefined
customer target, in order to foster serendipity (objective (O1)).

Adaptive Hypermedia (AH) also relies on the navigation
paradigm for information exploration to resolve the issue
of complex query formulation. As given in [18]: “The core
problem in finding the information you want, in all the above
cases, is describing what you want. Results from search
engines are often disappointing because most search requests
are too short and unspecific to yield good results. [...]. The
community of user modeling and adaptive hypermedia offers
solutions for this problem: using information gathered about
the user during the browsing process to change the information
content and link structure on-the-fly. User modeling captures
the mental state of the user, and thus allows that knowledge
to be combined with the explicit queries (or links) in order to
determine precisely what the user is looking for. To support the
design of this user model-based adaptation, reference models

like AHAM (De Bra et al. 1999 [19], Wu 2002 [20]) and
Munich (Koch and Wirsing 2002 [21]), both based on the
Dexter Model by Halasz and Schwartz (1994 [22]), have been
introduced in an attempt to standardize and unify the design
of adaptive hypermedia applications, used mostly in isolated
information spaces such as an online course, an electronic
shopping site, an online museum, etc”.

In [23], a taxonomy of AH technologies is further presented.
The taxonomy is analyzed in detail in [24], along with an
extensive review of AH systems. Our current work embarks
the objectives of AH, with importing adaptive strategies close
to the metric learning setup [25], [26] as a replacement of the
link adaptation technique proposed by AH navigation systems.

The above also involves the notion of user modeling and
a comprehensive review on personalization research in e-
commerce is presented in [27].

Information filtering also comes as a helper solution for the
interactive formulation of search queries. Rules are defined
over product characteristics, in order to define the class of
the sought items as the intersection of solution sets for the
rules. Rules are generally based on information facets. Facets
are orthogonal, mutually exclusive dimensions of the data
whose range is quantized in relevant intervals [28]. Facets
may be determined from the data model itself by highlighting
important characteristics of the data. In exploratory conditions
however, i.e. when the data is not fully understood, it may be
interesting to let facets emerge automatically or interactively
for providing interpretation of its organisation and to facilitate
its exploration [7]. Several routes may be taken to automati-
cally determine data facets. They all consist in using the data
or a representative sample in a mining process to identify a
reduced set of orthogonal projection operators whereby every
data item is identified by its set of projections.

Faceted search is extensively used over e-commerce sites
when products bear inherent orthogonal characteristics. For
example, this is the case for real estate commerce with facets
such as product type, surface, region, price range,... In section
VI, we also discuss how our model comes as a complement
to faceted exploration.

Where item characterisation is difficult, deficient or not possi-
ble, recommender systems [29], [30] leverage the wisdom of
the crowd and propagate user interests across a community.
The main idea is to create a bipartite graph between products
and customers where user ratings (judgments) are used as edge
weights. Information is then propagated along this graph to
group customers and/or products and thus, predict new edge
weights (ie the judgement of a costumer over a product).

The framework of recommendation is used in [31] to cater
for the lack of relevant or accurate information available to
customers over “experience products”. Authors demonstrate
the effectiveness of their technique in the context of movie
recommendations. An early study on how such systems may
be formally evaluated is proposed in [32]. The compatibility of
our model with this approach is also discussed in section VI.



In the following we elaborate the design of our browsing
model, from its structure (section III) to its formalisation
(section IV).

III. METHOD

We aim to construct a system that sees user interaction
as an expression of interest and uses this to provide further
recommendations to the user. While recommender systems
[30] propagate user interests across a community, here, rec-
ommendation is based on the navigation history, in the line of
Adaptive Hypermedia Navigation [23].

The main features of our model are the use of positive only
feedback and a user model with time-limited characteristics.
The main idea is to discover, at every step of the navigation,
what linear combination of product characteristics brings to-
gether past choices of the user and to adapt accordingly in a
scalable fashion. We propose the following basic navigation
scenario that may be implemented over essentially any type
of visualization device. The main control at every iteration is
a single click on a product (objective (O2)). Here, clicking
an item means mining deeper in the direction of that item, in
relation to a past navigation behavior. While allowing specific
target search, this process allows for widening or reorienting
the navigation by simply breaking the coherence in the history
of actions. Thus, our system is very close to the “more like
this” paradigm but adds memory in the browsing model.

Our system operates in the following three major steps,
repeated at each iteration of the browsing process:

(S1) The system samples the collection from the best of its
current knowledge;

(S2) The user clicks on one of the proposed products;
(S3) Accordingly, the system updates its knowledge over the

session and repeats from step (S1).

In the sequel, we detail how we model steps (S1) and
(S3) (system adaptation), according to what is assumed from
step (S2) (user input). Essentially, we are based on the setup
of metric learning [25], [26] to adapt a measure over the
collection and to be able to extract a collection sample suited
for further navigation.

Note this paper focuses on the formal back-end model for
catalog browsing and product recommendation. The issue of
the display and how the interaction is captured [33], depending
on the used device is subject of future work and is only briefly
discussed in section VI.

IV. OPPORTUNISTIC BROWSING

The user (customer) is faced with a collection (catalog) of
N items (products) C = {x1, · · · , xN}, each bearing a set of
intrinsic characteristics, qualitative (ie taken from a taxonomy:
brand, model, ...) or quantitative (ie measured: size, color,
weight, ...). Without loss of generality, we represent each item
by a M -dimensional feature vector (xi = [xi1 · · ·xiM ]T) by
aggregating its characteristics.

A. Adaptive Model

Given A ∈ RM×M , a symmetric positive semi-definite
matrix, the Mahalanobis distance between items xi and xj
is defined by:

d2A(xi, xj) = (xi − xj)TA(xi − xj) (1)

and corresponds to a weighted form of the Euclidean distance.
As posed in the metric learning setup [25], [26], we use the
Mahalanobis distance dA(xi, xj) as a base for measuring the
similarity between items xi and xj and we further wish to use
matrix A as a way of adapting to user feedback.

We start with a relevance feedback-like scenario. Typically,
by iterating the item selection (step (S2)), the user generates
a navigation history in the form of an ordered item subset:

Ht = {x(1), x(2), · · · , x(t)}

where x(t) ∈ C is the product selected at iteration t. By
learning a scaling matrix A(t) as a function of its previous
state A(t−1) and the current available history of actionsHt, the
system will then adapt its base distance dA(t)(., .) (step (S3))
to group items in Ht close together according to a defined
policy (detailed below). This learning step will generalise user
preferences over non-selected items. From there on, the system
will sample the collection C (step (S1)) by ranking items by
their distance dA(t) from the latest chosen sample x(t) and
display top-ranked items, seen as the best current prediction
of an accurate selection of products from within the catalog.

Now, simple algebra shows that, if A is similar to another
RM×M matrix B via an orthogonal matrix V ∈ RM×M

(ie A = V TBV ), then dA(xi, xj) = dB(yi, yj), where
yi = V xi. In other words, by changing the distance function
in Equation (1), we apply a linear transform on the feature
space. In particular, if A is taken as Σ−1, the inverse of
the M × M feature covariance matrix computed over C,
then the eigendecomposition A = UTΛU allows for defining
decorrelated features

yi = Λ−1/2UTxi, (2)

so that dA(xi, xj) = dB(yi, yj) with B = Id, the identity
matrix.

We use this property to simplify the computation of our
new distance function and make it scalable. We use B(t) =
diag(1/σ

(t)2
1 , · · · , 1/σ(t)2

M ), an inverse diagonal covariance
matrix, as scaling matrix. Since we start with decorrelated
features, initially, B(0) = 1

M Id (ie σ(0)
k =

√
M ∀k). We thus

obtain

d2B(t)(yi, yj) =

M∑
k=1

(
1

σ
(t)
k

(yik − yjk)

)2

(3)

In order to evolve the scaling matrix B(t), two constraints need
to be preserved:

(C1) B(t) is a positive semi-definite matrix for all t, to keep
dB(t) a distance function;



(C2) trace(B(t)) =
∑
k 1/σ

(t)2
k has to remain constant for

all t, to avoid space shrinking and to preserve consistent
scaling through iterations. Without any loss of generality,
we choose trace(B(t)) = 1.

At iteration t, to evaluate whether two documents y(t−1) and
y(t) are close to each other in terms of feature k, we compare
their base distance |y(t)ik −y

(t−1)
jk | with the corresponding scal-

ing factor σ(t)
k . If |y(t)ik −y

(t−1)
jk | < σ

(t)
k , we assume a consistent

browsing behavior and feature k should be reinforced to keep
the documents close to each other. Otherwise, the influence of
feature k in Eq.(3) should be lowered.

We propose two schemes to evolve our scaling matrix B(t):
a) Additive scheme: We directly use the scaling criterion

|y(t)ik −y
(t−1)
jk | < σ

(t)
k as a gradient for scaling factors σ(t)

k . We
thus update σ(t)

k following:

σ
(t)
k = σ

(t−1)
k + λ

(
|y(t)ik − y

(t−1)
jk | − σ(t−1)

k

)
(4)

where λ is a learning rate. The diagonal form of B(t) and
constraint (C1) impose λ ∈ [0, 1] to keep σ

(t)
k > 0 and we

satisfy constraint (C2) by a global normalisation step.
Alternatively, Eq.(4) may be read as:

σ
(t)
k = (1− λ)σ

(t−1)
k + λ|y(t)ik − y

(t−1)
jk | (5)

so that the new scaling factor σ
(t)
k is taken as a convex

combination of the previous factor and the perceived similarity
of selected items y(t) and y(t−1) against feature k.

b) Multiplicative scheme: We may also use the ratio
(|y(t)ik − y

(t−1)
jk |/σ(t)

k )λ as learning transform, so that

σ
(t)
k =

(
|y(t)ik − y

(t−1)
jk |

σ
(t−1)
k

)λ
σ
(t−1)
k (6)

The same conditions apply on λ to satisfy constraints (C1)
and (C2). Similarly, we obtain:

σ
(t)
k =

(
σ
(t−1)
k

)(1−λ) (
|y(t)ik − y

(t−1)
jk |

)λ
(7)

Our scheme pertains an implicit abstraction of features using
the decorrelation step (Eq.(2)). This operation is similar to
what is proposed in the LSI approach [34]. This facilitates the
design of relevant characteristics by subsequent linear learning
operations (eg, Eq.(4)). In our scheme, hand-crafted specific
product features may be preserved by simply excluding them
from this pre-processing and then merged “as is” for subse-
quent operations.

The above transforms apply between iterations (t − 1) and
(t). We now generalise them over the complete history Ht to
include a temporal dimension in the learning operation.

B. Limited-memory model

Whenever the browsing history Ht is consistently directed
towards a specific goal (eg, all selected items x(t) –resp. y(t)–
belong to the same class), the above scenario corresponds to
a search scenario with positive relevance feedback only [2],

[9]. It is also compatible with the target search browsing [16],
[17] since it adapts a global distance function over the search
space. However, in the case where the customer’s objective
changes and thus, the consistency ofHt is destroyed, relevance
feedback or target search systems hardly adapt due to their
inherent learning properties.

Our model makes it easy to introduce a temporal weighting
scheme that weights the influence of past choices lower than
the influence of recent user actions. We introduce a forgetting
framework that gives more weight to recent choices. We
weight the past choices using a sigmoid function S(τ) =

1
1+e−τ over interval τ ∈ [−a,+a] and weight Ht on this
function over a fixed number Nh of steps t, . . . , t −Nh (see
Fig. 1).

Fig. 1. Step weighting scheme (a = 20)

Hence at iteration t, we compute weights ωt, · · · , ωt−Nh
using the weighting function ωt−l = W.S( 2al

Nh
− a) for

l = 0, . . . , Nh and W such that
∑
l ωt−l = 1. Adapting from

Eq.(5), we take a new value for σ(t)
k as a convex combination

of the previous value σ(t−1)
k and a weighted average of feature

importance criteria |y(t)ik −y
(t−1)
jk |. We thus obtain the following

additive update rule for σ(t)
k :

σ
(t)
k = (1− λ)σ

(t−1)
k + λ

Nh∑
l=0

ωt−l|y(t)ik − y
(t−l−1)
jk | (8)

Similarly, adapting from Eq.(7), we obtain the following
update rule for σ(t)

k :

σ
(t)
k =

(
σ
(t−1)
k

)(1−λ)(Nh∏
l=0

ωt−l|y(t)ik − y
(t−l−1)
jk |

)λ
(9)

In practice, Eq.(9) suggests to iteratively multiply decreasing
values together so that values of σ(t)

k quickly reach 0, but for
a dominating feature k, where σ(t)

k → 1, due to normalisation.
The effect is that feature k is exponentially reinforced, unless
a dampening function, such as the log function, is used. It
should be noted however that log(σ

(t)
k ) in Eq.(9) has the same

structure of the r.h.s of equation Eq.(8). Hence, we will only
evaluate the performance of the additive scheme using Eq.(8)
and a normalisation step such that trace(B(t)) = 1 for all t.

A further part of the evaluation will focus on testing the
influence of the choice of values for Nh and λ.



C. Scalability
The above model is a simplification of typical distance

metric learning algorithms [25]. A first difference with the
usual context within metric learning applies is that, in our
context, we do not look for classification or clustering, whether
or not based on constraints [26], [35].

Our model is also designed to cope with scalability (ob-
jective (O3)). Basically, we secure the possibility for most
computations to be done offline and then efficiently organise
for online adaptation. The modification of matrix B(t) is
straightforward using Eq.(8) and requires O(M) operations.

The computation of distance dB(t)(., ), as given in Eq.(3),
requires the computation of the sum over values of (yik−yjk),
which are fixed and may be properly indexed prior to starting
the process. To further help the actual distance computation
and because we target nearest neighbour ranking, we could
make full use of approximate metric indexing in every isolated
feature space (ie (yik − yjk)) to prepare the data. This is not
addressed here and is the subject of current and future work
[36].

V. EVALUATION AND EXPERIMENTS

A. Protocol
We demonstrate the information access performance of our

system and also its capabilities in adapting to inconsistent
browsing behaviour. Serendipitous search adds the complexity
that the process may not genuinely be seen as a retrieval
process with a defined final objective. There is a definite
need for the development of specific evaluation procedures
related to our process, essentially involving active manual
judgments, where, for example, the user would be able to
actively declare his/her objective, which would be later used
to evaluate the result of each browsing step. Instead, in this
paper, we adapt classical information retrieval measures to
the context of browsing product catalogs, in order to obtain
quantitative evaluation. As an initial simplification to propose
an automated quantitative evaluation of our proposal, we map
our problem onto a retrieval process where, at every step,
relevance is known, although it may change from step to step.
We use item categories and base relevance on categories. We
thus operate our system over datasets formed out of items
(yi), each associated with a class label. We then simulate the
interaction of a user first seeking an item into one class and
then, after some iterations, switches interest towards another
class of items.

Accordingly, at every iteration, the user is presented the top
items from the ranked list, where, ideally, all items belong to
the class of the last selected item. In order not to limit the
possible choice for a new selection, the user is also presented
a sampling of the catalog (showing all possible classes) from
where the new selection could also be made. The exact
methodology for sampling the catalog, either independent of
Ht or related to Ht, is not discussed here and is an interesting
topic for further research. Here, at the time where the user
switches topic, an item from another class is simply selected
randomly.

This basic scenario is a drastic worst case since, at the time
of the switch, the system needs to quickly adapt at best to
the radically new class, without the user to explicitly cancel
previous history. Hence, the system should find a trade-off
between relying on previous history for a more robust learning
and being able to make drastic turns to adapt to the customer’s
behavior. The simulation is done by hiding class labels to the
system and only using them to make a selection y(t) of the
desired class at each iteration. Care is taken not to iterate over
the same items y(t) in the history.

At each time step, a ranked list of estimated most interesting
items is inferred. We evaluate the precision of this list with
respect to the current selection y(t). More precisely, the
precision at rank r is defined by

P (r) =
number of relevant items in the top r ranked list

r

Ideally, P (r) = 1 at any rank of relevant items (items of
the same class than y(t)). The average precision (AP) is the
average of precision at ranks of relevant items:

AP =

∑N
r=1(P (r)× rel(r))

number of relevant items
where rel(r) indicates whether item at rank r is relevant
(rel(r) = 1) or not (rel(r) = 0). To emancipate from the
influence of the choice made in interaction, we repeat the
experiment NE times and average over experiments. The mean
average precision (mAP) is thus defined as:

mAP =

∑NE
i=1APi
NE

.

We therefore display the results under the form of mAP
values at every iteration (t) for various datasets and parameters
of our system. The goal is to demonstrate that, at every
iteration, the user is presented a list of relevant items with
respect to the current choice y(t).

B. Datasets and results

We simulate the catalog by generating a set of N items
with M -dimensional decorrelated features, from two different
origins. To make a comprehensive proof-of-concept, we first
generate an artificial dataset by drawing features from prob-
ability distributions. Then, in order to obtain a more realistic
scenario, we wish to apply our model over real data. However,
commercial data such as e-commerce catalogs, added with
item descriptions is not easily available and steps in the direc-
tion of creating such corpora should be taken. We still create
a real-world set of features arising from the MNIST dataset,
widely used in information clustering and classification for
the elegant properties of its feature set. For both datasets, the
resulting features describe the items, organised into classes
and interacted with following the above protocol.

Artificial dataset: We consider a raw space of Na at-
tributes. We characterise Na-dimensional items of Nc classes
by varying the distribution of attributes for each of the classes.
Attribute distributions are modeled as mixtures of Gaussian
parametrised by random numbers of mixtures, mean, variance



TABLE I
PARAMETERS FOR THE ARTIFICIALLY GENERATED DATASET

Dataset Experiment
Na Nc N M N1 N2 NE a
50 10 3000 15 20 20 500 6

and mixing coefficients. Some classes may share attribute dis-
tributions to emulate transverse characteristics such as color,
size or weight.

Once classes are characterised, we generate populations for
each of the classes to form a global population of N Na-
dimensional items xi. Then, we use PCA to decorrelate the
features and obtain a population C of N M -dimensional items
yi. Using the resulting set, we obtain an approximate 15%
error rate with a basic kNN classifier, showing that there is
room for more learning operations.

Based on this artificial dataset, we run experiments by
simulating a user who selects products of class A and then
switches to class B after N1 iterations and stays with class
B items during N2 extra iterations. We run this experiment
several times (NE times) by varying labels A and B to
emancipate from the particular structures of the classes and
present results as mAP, averaged over all runs.

Figure 3 first shows the results for the parameters given in
Table I when varying our memory size parameter Nh and a
fixed learning rate λ = 0.5.

Fig. 2. mAP obtained for the artificial dataset when varying our memory
size parameter Nh (λ = 0.5)

Our baselines are respectively the “No-learning” system
where B(t) does not evolve during iterations (equivalent to
λ = 0) and a “No-adaptation” system, taking all history
steps into account (equivalent to ωt−l = 1 for all t and
l and Nh = ∞). We first see that learning happens since
the mAP increases rapidly after the first iterations. When the
customer switches the focus of interest (iteration 20), the mAP
drops as the evaluation is done with B(t) learnt on class
A. However, our system recovers quickly after only a few
iterations, whereas the “No-adaptation” system cannot recover
without starting a new session. In order to set Nh, one sees that
large values give more inertia to the system. When Nh = 15,
the system takes longer to recover. However, larger Nh also

guarantees more robust learning. We see that Nh = 6 is a good
trade-off between system inertia and learning performance.

We now turn to varying parameter λ, the learning rate.
Figure 3 shows that lower values of the learning rate are to be

Fig. 3. mAP obtained for the artificial dataset when varying the learning
rate λ (Nh = 6)

preferred. A high λ (eg λ = 0.9) induces too much instability
in the learning and decreases the average performance. As
can be read from the plot, a value of λ ' 0.2 leads to a
good learning performance while preserving the stability of
the system.

As further evidence on the learning operations and the
adaptivity of the system to user inconsistency, Figure 4 illus-
trates the evolution of features, averaged over 50 runs when
switching from class A=3 to class B=5, with λ = 0.3.

Fig. 4. Evolution of features for the artificial dataset when switching from
class A=3 to B=5 (50 runs, λ = 0.3, Nh = 6)

MNIST dataset: In order to obtain a realistic setup, we
use real data as a pool of features. Unlike in some other
domains (eg movie rating), no e-commerce data collections is
publicly available for standardized quantitative system eval-
uations. Hence, we turn to popular available datasets used
for the evaluation of similar systems. The MNIST dataset
is a set of hand-written digit (class “0” to “9”) images of
size 28×28 classically used for information processing tasks.



MNIST images are generally characterised directly by their
pixel values with aligning all columns as a 784×1 vector of
grey-scale values. Using the 30 first decorrelated features, one
classically obtains more than 95% accuracy with a kNN clas-
sifier, showing that these features are indeed very expressive.
Although the semantic interpretation of the MNIST dataset
does not fully match our context, it is a relevant pool of
features that may be used for a blind evaluation of our system.

Fig. 5. mAP obtained for the MNIST dataset with several values of learning
rate λ and memory size Nh

Figure 5 shows the various mAP levels obtained for several
values of the learning rate λ and memory size Nh. We see
that these results are similar to those previously obtained
with a moderate sensitivity against the specific values of
our parameters λ and Nh (the best empirical performance is
again obtained for λ = 0.3 and Nh = 6). As before also,
Figure 5 demonstrates the usefulness of our approach against
the “No-adaptation” baseline at the time where user switches
focus towards a different objective.

VI. DISCUSSION AND CONCLUSION

In product catalogs with thousands of items, it is of evident
importance to present the potential customer with products
that are of interest to him/her. Accordingly, we tackled the
challenge of efficiently browsing through online shopping
catalogs. We presented the design of a navigation system
where the interaction is simplified to a click-through operation.
This elementary feedback is interpreted as an expression of
interest, which departs from either the relevance feedback
for search where no temporal information is exploited and
from judgements for recommendation where the information
flows from a community to an active user. Here, the user
takes a series of actions and the system reacts accordingly,
accounting for most recent actions first. The system learns
an approximate metric that group elements selected in the
navigation history. The context of metric learning is used to
justify approximations.

We proposed an adapted evaluation scheme oriented towards
mAP values, and implemented it using artificial and real
data. Our evaluation demonstrates that the two main features
of our strategy are indeed operational. Namely, learning is
achieved so that the customer is offered relevant products

and adaptability is achieved so that the system copes with
customer’s changes of objectives, which alleviates the concept
of sessions (classically present in search operations).

The evaluation protocol used here is biased towards the
idea of retrieval and we plan to complete it with actual
user experiments. Such an evaluation would also address the
question on the form of display to present to the user, which
was not directly addressed here. The serendipitous aspect of
our process further makes the classical IR evaluation protocols
not fully adapted to demonstrate the quality of our proposal.
The issue of designing a more accurate quantitative evaluation
protocol still needs to be addressed, possibly related to several
alternative evaluation frameworks [8], [32].

There are many evidences on the utility of navigation-based
systems, in complement to search and retrieval operations [13],
[17]. Our approach readily includes all features of a search
system. If the feedback provided is consistent towards a search
objective, it is integrated as positive relevance feedback and
converges towards that objective, like target search systems
[16], [17]. Our approach is also compatible with any other type
of information access mechanism. Although the initial display
may simply show a random sample of a catalog (potentially
biased towards trendy or sale products), any initial information
access step may be made before browsing. Our system may
be offered as an interaction module starting from the result
of a search operation or a facet-based filtering. Conversely,
it may also provide a base information for continuing with
filtering or search. In complement, the type of collected
feedback is based on the notion of interest. This notion is
key in recommender systems and, should the customer make
a final purchase, the search history may then be exploited for
knowledge propagation in a recommendation framework [29].

This work demonstrates the validity of our approach. There
are many ways forward from this study. First, formal modeling
and evaluation of information browsing systems is not mature
enough yet. User studies over appropriate data are necessary
to clearly validate the utility of such approaches. For imple-
menting such real-case tests, actual e-commerce data is needed
and may be captured from actual sites.

Our methodology will be further developed by formalising
the inclusion of diversity in the browsing results, in order to
foster serendipitous discoveries. The complementary issues of
how to optimally display results and capture interaction in such
systems are then to be addressed to complete the design of a
fully validated browsing system.
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