
of 1/1.5 X W and the total performance is found to be satisfac­
tory for practical use. To give better accuracy, the frequency 
timed by gating a crystal oscillator must be higher, so that many 
pulses to be counted are generated and much higher accuracy 
is theoritically possible. Alternatively, the measuring time 
needed to be taken more longer, so that the number of data 
collected in a computer is increased. Also, with the improve­
ment of the lever system including swivels, very high accuracy 
up to 5 X 10' can be guaranteed. 

A Robust Controller for Second-
Order Systems Using Acceleration 
Measurements 

C.-H. Chuang,̂  Oliver Courouge,* 
and Jer-Nan Juang^ 

5 Conclusions 

To enable us to appreciate the qualities of the GWMD, the 
principle and the dynamical characteristics of the gyroscopic 
method were reviewed briefly, and some remarkable features 
as a weight measuring device were described. Through experi­
mental results, the performance of the GWMD was demon­
strated by comparison to comertially available one in Stevens-
Wohwa. 

However, some technical problems in the GWMD must be 
taken into account for future development. The first problem is 
to forecast the area of industries where the GWMD will be 
needed as a highly precise weight measurement. For measure­
ment for small amount of weights less than 20 to 30 N, electro­
magnetic force-balance types can be sufficiently worked with 
accuracy as same as the GWMD. On the other hand, for mea­
surement for weight up to 3 X 10' N, the existing weighing 
scales can sufficiently achieved a repeatable accuracy of ±100 
N. The exceptionally high resolving power such as the GWMD 
is not required in this area. For measurement of middle class 
of weights, cheap load cells on the market can be worked with 
adequate accuracy up to 1/10,000. 

Secondly, the GWMD is prohibitively costly. The gyroscopic 
instruments have been manufactured by specialist firms and are 
now used for special purposes where limited accuracy is re­
quired such as flight and navigation control and other aeronauti­
cal instruments. The demand for gyroscopic instruments is slight 
and the manufacturing cost becomes highly expensive. 

The application of the GWMD is now limited to the specific 
areas of industries. When the importance of the GWMD is 
fully appreciated by industries in the future, this device will be 
utilized in many areas not at present visualized. The GWMD 
appears to have a considerable potential for providing standards 
of weight measurement. 
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This paper presents a robust control design using strictly posi­
tive realnessfor second-order dynamic systems. A robust strictly 
positive real controller stabilizes second-order systems with 
only acceleration measurements. An important property of this 
design is that the stabilization is independent of the system plant 
parameters. The control design connects a virtual system to a 
given plant such that any strictly positive real controller can 
be used to achieve robust stability. A spring-mass system is 
used as an example to demonstrate the robust stability and 
robust performance of this design. 

1 Introduction 
Positive Real (PR) systems have many applications for shape 

and vibration control of large flexible structures. Benhabib et 
al. (1981) used strictly PR controllers with position and velocity 
feedback to control large space structures. PR feedback with 
velocity measurement has been examined by Takahashi and 
Slater (1986) for control of a flutter mode. McLaren and Slater 
(1987) used a passive controller with collocated velocity sensors 
and actuators. Several passive control designs using accelera­
tion, velocity, and position measurements have also been pre­
sented (Juang and Phan, 1990 and Juang et al., 1991). A method 
presented later (Morris and Juang, 1991) used displacement 
sensors. Bar-Kana et al. (1991) examined direct position plus 
velocity feedback. A feedforward positive real design has also 
been studied (Chuang et al, 1992). 

Nevertheless, for some spacecraft and civil structures, only 
acceleration is directly measurable. Even though velocity and 
position can be obtained by integrating the measured accelera­
tion, exact initial values of velocity and position are needed to 
achieve asymptotic stability. The bias in acceleration measure­
ment can also reduce the integration accuracy. In this study, we 
develop a virtual system, which is connected to a strictly posi­
tive real (SPR) controller, when only acceleration is directly 
measurable. Although integration is carried out in the virtual 
system, initial values of the states of the virtual system can be 
arbitrary and the closed-loop system is asymptotically stable. 
Furthermore, the bias in acceleration measurement can be scaled 
down by the system matrix of the virtual system. 

The inputs to the virtual system are only acceleration and the 
control force applied to the plant. More important, the virtual 
system is plant model (excluding input matrix) independent, 
and thus the global system is robustly positive real. An input/ 
output controller can be constructed by using any strictly posi­
tive real controller. When the stiffness matrix of the second-
order system is positive definite, we show that it is possible to 
stabilize the displacement if the actuators are properly located. 
With this design, the displacement is globally asymptotically 
stable. A spring-mass example with three masses and no damp-
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Fig. 1 A virtual system 

ing is used to illustrate the design. Robust performance is dem­
onstrated for a spring-mass system with only one mass and one 
spring. 

2 Virtual System Design 
The multivariable system (Plant (P)) is described by 

MX + Dx + Kx = Bu (1) 

where « is an m X 1 control vector, ;c is an n X 1 state vector, 
M is an « X n symmetric positive definite matrix, D and K are 
n X n symmetric positive semi-definite matrices, and B is an n 
X m matrix. Let a virtual system (V) be defined by the following 
equation 

X„ = Ax + Eu (2) 

where A is a p X n matrix, 5 is a p X m matrix, and ;c„ is a p 
X 1 vector. The following theorem allows us to compute an 
output y that will make the global system (a combined system 
of the given plant and the virtual system) positive real. Note 
that since A hasp X n dimensions, the number of state variables 
for the virtual system x„ can be made smaller than the number 
of the plant state variables x. 

Theorem 1: Let 

2H„A = B'' 

E'^Ml = 2//„ (3) 

where M„ is a p X p positive semi-definite matrix. If 

y = H^„ (4) 

then the system with input « and output y is positive real. This 
scheme is illustrated in Fig. 1. 

Proof: Let 

A ~ [X\ X2 X^ Xii\ =̂  [X X X(t X{j\ ( j ) 

The equations describing the global system may be rewritten 
as 

where 

Ax) = 

)l = JiX) + g(X)u 

Y= h(X) 

Xi 

(6) 

gm 

-M-'DX2 - M-'Kxi 
X4 

_-AM~'Dx2 - AM-'Dx 

0 

0 
AA r'B + E 

, KX) = 
0 
0 
0 

HyX^ 

(7) 

Let a function <f>{X) be 

<^{X) = y^Mx + \x^Kx + \{x, - AxfM„{Xa ~ Ax) (8) 

where M„ is positive semi-definite. The sum of the first two 
terms corresponds to the stored energy of the plant. The third 
term is added to achieve a positive real design. The function 
<̂ (X) can be written using (5) as 

4){X) = {xlMxi + ^jKxi + (̂x4 - Ax2yM„(Xi - Axj) (9) 

<̂ (X) is a positive function and (^(0) = 0. For a positive real 
system, it must be shown (Moylan, 1974) that 

h(x) = y''ix)V<t>(x) (10) 

and there exists a function l(X) such that 

V'<l>(X)f(.X) = ~nX)l(X) (11) 

The calculation for (11) can be simplified by considering 

d<j)(X) 

11=0 

1 

vxx)/(x) dt 

^{MX + Kx) + - {Xa - AxfMJiXa - Ax) 

+ -(x.. AxfMJiXa - Ax) (12) 

when M = 0, the last two terms of (12) are zero and therefore 

V^</)(X)/(X) = x\Mx + &)!„= = _,i''nv = -£Dx = -xlDx2 (13) 

Since D is positive semi-definite, it is possible to find a matrix 
R such that D = R^R. The above equality becomes 

VmX)m = -{Rx2Y{Rx2) = -\\X)\{X) (14) 

where \{X) = Rx2. 
Since the first and third rows of g{x) in Eq. (7) are zero, only 

the partial derivatives with respect to velocity are needed to 
evaluate Eq. (10). Therefore, 

^ = xlM + (A;c2 - x^'^M.A 
dX; 

dxn 
{Xi - Ax2fM„ (15) 

These lead to 

2h{X) = {M-'BYi ̂ y + (AM-'5 + B) 
9X2 

(5 ' ' - B''MJ,A)X2 + E''Mlx4 

dxi 

(16) 

h{X) will be equal to H^t in Eq. (7) if the following equations 
are satisfied 

B"^ - E'MlA = 0 

E'^Ml = 2H„ 

Those equations can be rewritten as 

2H„A - 5^ 

E'^Ml = 2H„ 

(17) 

(18) 

Therefore, the system described by Eqs. (1-4) is positive real 
(Moylan, 1974). • 

Note that although Kalman-Yakubovich-Popov theorem (An­
derson, 1967) can be applied to a linear system, the nonlinear 
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Fig. 2 A SPR Controller for the plant and the Virtual System 

positive realness theory (Moylan, 1974) allows an easy con­
struction of 4>(x) for this problem particularly. There are two 
ways to solve Eq. (18). Given H„ and B, possible A, M„, and E 
can be solved directly. Then it must be checked that M„ is 
positive semi-definite. Another way consists of choosing B, A, 
and a positive semi-definite M„ and then solving for possible B 
and H„. Note that the choice of the virtual system in Eq. (2) is 
independent of the plant parameters M, D, and K. This means 
that the virtual system will make the global system positive real 
regardless of the uncertainty in M, D, and K. 

3 Controller Design 

If the output of the global system is chosen according to 
Theorem 1, then the global system is positive real. Thus, the 
closed-loop system is uniformly, asymptotically stable with zero 
input if the controller is strictly positive real (McLaren and 
Slater, 1986). That is, for this case 

lim (HJ„) = 0 (19) 

The following Theorem 2 may be used to obtain zero x when 
time goes to infinity. 

Theorem 2: Assume that Theorem 1 is used to make the 
global system PR. Furthermore, assume that 

(i) 5'x = 0 and M = 0 imply x = 0. 
(ii) K is positive definite. 

(iii) The system is connected to an SPR closed-loop 
controller. 

Then lira 4 0 = 0. 

Figure 2 shows the control scheme for the plant (P) and 
virtual system (V). 

Theorem 2 allows us to design a robust controller for plant 
(P). No knowledge of the constant matrices M, D, or K is 
required. Furthermore, the only measurements needed are accel­
eration and input. Acceleration can be easily measured for many 
practical systems by using accelerometers. The input u may be 
obtained by measuring the output of the SPR controller. 

The proof of Theorem 2 uses the following Lemma 1. 

Lemma 1: Let e(t) e R and lim e(t) = 0. Then, if x satisfies 

a differential equation 

Dx + Kx = e (20) 

where D is positive semi-definite and K is positive definite, 
then lim x{t) = 0. 

Proof: Let m denote the rank of D. There exists an inverti­
ble « X n matrix P such that 

D* = PDF' = 
0 0 

0 D22 
(21) 

Note that since D is positive semi-definite, the zero eigenvalues 
appear on D*. P is an orthogonal matrix consisting of the eigen­

values of the D matrix. Therefore, D22 is an m X m positive 
definite matrix. Let K* be 

K* = PKP~' = 
Kfi Kf2 

_Kf, Kf2. 
(22) 

The dynamic equation can be rewritten as 

PDP'\Px) + PKP-\Px) = Pe(t) (23) 

Let y = Px and ri(t) = Pe(t). The system is now described by 

D*y + K*y = r]{t) (24) 

Let y = [y\ ylV and r? = [r?[ rilV. Equation (24) leads to 

'/sTfiy, + Kf2y2 = )7,(0 

lD22y2 + Kfiyi + Kfiyi = V2(t) 
(25) 

The first equation of (25) can be solved in terms of yi. Therefore, 

D22y2 + (m - K-t,Kfr'Kf2)y2 = V2(t) + KMfr'vM 
(26) 

Note that since K is positive definite, A'f, is invertible. D22 and 
{Kf2 ~ KfiKfc'Kf2) are positive definite matrices. Thus y2 may 
be considered as the output of a strictly stable system. The 
output of a strictly stable system converges to zero; y2 will 
therefore go to zero. The first equality in Eq. (26) shows that 
y, also goes to zero. Consequently, y converges to zero and so 
does x. 

Proof of Theorem 2: Refer to Fig. 2, ( -«) is the output of 
an SPR controller. Since an SPR controller is always strictly 
stable, when y goes to zero, u also goes to zero. Furthermore, 
we have 

IH^Xa = 2H„hx + 2H^u 

Since 2H„A = B^, this equation reduces to 

B X = 2Hy X(i 2/7yDM 

(27) 

(28) 

where 2H„Bu goes to zero as u goes to zero. Furthermore, y = 
H^a converges to zero as time increases. 

Let Xc denote the state of the SPR controller. Since the SPR 
controller is linear, the system can be described by 

Xc = Rxc + Sy 

yc = Txc (29) 

where R, S, and T are constant matrices. Therefore, the global 
system becomes 

MX + Dx + Kx = -BTXc 

y = {H,K)x - (Hj5T)Xc 

X, = Rx,. + Sy (30) 

Further define x = \x^ f xl y'^'^. Equation (30) is rewritten in 
the form 

Ax 

where 

A = 

0 
r'K 
0 
0 

1 
-M-'D 

0 
HA 

0 0 
-M-^BT 0 

R S 
-HM 0 

(31) 

(32) 
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Fig. 3 A spring-mass system 

Since A is constant, the solution of y is 

where Ui are complex constants and 

P>(t) = S A-r' 

(33) 

(34) 

Note that n is the dimension of matrix A. Since lim y(t) = 0, 
f-»oo 

a, < 0 for all i. Therefore, 

lim -— = lim 
dt 

I S a,(a, + jbde'»>*J'''''pm + S a,-̂  .̂g(,,.+j7,p, M i l 
' dt J 

= 0 (35) 

As a consequence, B^X goes to zero. Furthermore, if B^X and 
u go to zero, X goes to zero according to assumption (i) in 
Theorem 2. The dynamics of the closed-loop system is now 

DX + Kx = Bu - MX = e(f) (36) 

where e(0 vanishes as time increases. Using Lemma 1 we con­
clude that x(t) goes to zero. • 

4 Examples 

Two spring-mass systems are used here to demonstrate con­
troller design. 

The first example is a system with three masses, three springs, 
and no dashpots. The example is shown in Fig. 3. This system 
needs to be stabilized since it is not asymptotically stable. The 
dynamic equations describing the system are 

miXi + (fci + k2)x^ — k2X2 = M| 

• «2.*^2 - kiXt + iki + ki)xi - kiXs = "2 

m^X^ — kyX2 + k^i = «3 

The matrices M, D, and K are 

M 

(37) 

K 

nil 0 
0 W2 
0 0 

fci -1- fca 
-k2 
0 

0 
0 

ma. 

- / 
k2 + 

-I 

i D = 

0 

h 
(38) 

M and K are positive definite as long as none of the masses and 
the spring constants is equal to zero. Several possible controller 
designs can be used here. Although m = /? is selected in the 
following example, m * p can be selected for the controller 
design. 
m = n = p = 3 
For a choice of 

B = 
1 
0 
0 

0 
1 
0 

0 
0 
1 

(39) 

and the control vector u^ = [ui wa "3]. solutions to Eq. (3) are 
given by 

A = h 
1 T 

E=\B, M, = i /3X3 (40) 

where X. is an arbitrary strictly positive real number. As a conse­
quence, the virtual state vector x^ is generated by the differential 
equation 

X„ = X + \Bu (41) 

All the assumptions of Theorem 2 are satisfied for this example. 
The vector x may therefore be controlled with any SPR feedback 
controller. A simple choice is a constant controller, that is a 
controller with a transfer matrix of the form kl, where / is the 
identity matrix and fe is a constant. The following values are 
used in the simulation: mi = m2 - m^ = \, ki = 1, 2̂ = 2, and 
fcj = 3. The initial conditions are arbitrarily chosen to be jCi(O) 
= 5, X2(0) = - 2 , ;«;3(0) = 9, i,(0) = 3, XiiO) = 5, and xM = 
- 4 . For vector Xa, we choose initial conditions ;c„ = 0 and x„ 
= 0. The constant \ is selected to be 0.5. The gain of the 
feedback controller is k = 1. The three displacements of the 
three masses are shown in Fig. 4. 

The control objective is achieved since the three displace­
ments vanish with time. Nevertheless, this design requires that 
an actuator be applied to each of the three masses. It is possible 
to reduce the number of actuators with the following control 
designs. 
m = p = 2 

Here only two forces are applied to the system. Thus, there 
are three possible choices, depending on which masses the 
forces are appUed. Let 

B = 
1 
0 
0 

0 
1 
0 

(42) 

This means that the forces are applied to the mass mi and mass 
m2 only. The control vector M is M'̂  = [u, U2]. The vector Xa is 
now a two-dimensional vector. Equation (3) has the following 
solution 

A = B^ Hv — - hx2< B = }d2, Ma = - /2X2 
A. 

(43) 

where \ is an arbitrary strictly positive real number, and where 
/2X2 denotes the 2 X 2 identity matrix. Thus Xa can be computed 
from the following differential equation 

1X2 \ L«2j 
(44) 

xl 
fii x3 • 

. V "" 
5 10 15 20 25 30 35 40 

Fig. 4 Dispiacements of x,, Xs, and X3 
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Fig. 5 Displacements of Xi, Xi, and x. 
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Fig. 6 Dispiacements of Xi, X:, and x^ 

and the output of the system is y = (y\)Xa- In this example, 
the number of the virtual states is less than the number of the 
plant states. 

An SPR controller must be chosen to control the system. 
Here again, a constant controller is a possible choice. It 's trans­
fer matrix is kl, where fc is a positive constant. 

It remains to ensure that B^X = 0 and M = 0 imply x = 0. If 
B^X = 0 and M = 0, then the dynamical equations of the system 
become 

'(^I + k2)X, + kiXi = 0 

-k2X\ + (kz + h)X2 - kiXi = 0 

Wai's - kiXi + k^i = 0 

(45) 

By differentiating the second equation and solving for ilj, we 
have 

«2 h 
(46) 

Since Xi and X2 are both equal to zero, X-s is also equal to zero. 
Thus, Eq. (45) is reduced to Kx = 0. Since K is positive definite, 
this yields x = 0. Therefore, all the assumptions of Theorem 2 
are satisfied and x goes to zero. 

The closed-loop system is simulated with the same parameter 
choice as before. The three displacements are shown in Fig. 5. 
Here again the stabilization is achieved since the three displace­
ments decrease to zero. 

It is also possible to stabilize this system with a different 
distribution of forces. For instance, two controllers are applied 
to mass 2 and mass 3 or two controllers are applied to mass 1 
and mass 3. The results are all similar to Fig. 5. 
m = p = 1 

Here we design a control system with only one actuator. This 
actuator may be located on any of the three masses. Let us first 
apply a force on mass 1, i.e., the matrix 5 = [1 0 O]'̂ . 

Equation (3) in Theorem 1 has the following solution 

A = i?'', H„ = ]-, E=\ M„ (47) 

where \ is an arbitrary strictly positive real number. The state 
x„ is calculated by integrating the differential equation 

1 
Xa — X\ + - U 

K 
(48) 

The output of the system isy = (l/\)Xa. 
Here again an SPR controller is chosen to be constant. It 's 

transfer matrix is of the form G(s) = k, where k is any strictly 
positive real number. With this choice x converges to zero. 

It should be checked as before that B^X = 0 and u = 0 
imply .̂  = 0. The procedure is unchanged and once again those 
assumptions yield Kx = 0. Since K is assumed to be positive 
definite, x must be equal to zero. 

The simulation is run with the same choice of initial condi­
tions. The constant X. is still equal to 0.5, and k is equal to 1. 
The three displacements go to zero as expected (see Fig. 6). 

The force could be applied to mass 3. However, if we choose 
to apply the force on mass 2, the design cannot be completed. 
In this case, 5 = [0 1 0]'". Condition (i) of Theorem 2 is not 
satisfied for this choice. Thus no controller design can be imple­
mented. 

To see the robust stability, let's study the example with m = 
n = p = 3. The system is now perturbed to mi = 1.5, OT2 = 2, 
W3 = 3, k\ = 2, kz = 1.5, and 4 = 3.5 while the controller is 
kept the same as before. The simulation is shown in Fig. 7 
which clearly indicates robust stability. 

The second example consists of one spring and one mass. 
The system is described by 

mx + kx = u 

y = X (49) 

If a simple integration of the output acceleration is used for the 
feedback control, it can be shown that 

lira x{t) = - [i(0) c(0)] (50) 

where d is the feedback gain, x(0) is the true initial velocity, 
and c(0) is the estimated initial velocity. Since velocity is not 
measurable, c(0) is not equal to x(0). Therefore, asymptotic 
stability is not achieved. 

0 10 20 30 40 50 60 70 80 90 100 

Fig. 7 Dispiacements of x„ Xz, and x, with uncertainty 
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Fig. 8 Displacements of Xi for three cases 

However, if a virtual system is used by selecting 

A = 1, //„ = i 5^= 1, M„ = 1 (51) 

The global system is robustly positive real. Using a simple 
constant feedback with 2d as the gain leads to the following 
closed-loop system 

(52) 

mJc + kx = u 

jifo = i" + M 

U = —dXa 

Nn that 

lim [L"-{H^h^] 
lim x(t) = 0 
t-*x> 

= 0 

(53) 

regardless of the initial velocity x(0). Therefore, the asymptotic 
stability of this design is independent of the initial velocity. 

The performance of the controller can be obtained by optimi­
zation. The real part of the closed-loop eigenvalues can be 
minimized with respect to the feedback gain. For m = 1 and k 
= 1, the optimal feedback gain d is calculated tohe d = 0.52. 
Figure 8 shows the responses for the optimal feedback gain d 
= 0.52, and for the feedback gain ^̂  = 2. It is clear that when 
d = 0.52 the system performs better than the system with d = 
2. The robust performance is,also demonstrated in Fig. 8 in 
which the mass and spring constants are perturbed to m = 1.5 
and k= 1.2. 

5 Conclusions 
In this paper, a virtual system has been developed for second-

order systems with only acceleration output. The combined sys­
tem of the virtual system and the second-order system is positive 
real and allows infinite uncertainty in mass, spring constant, 
and damping coefficient. The states of the virtual system are 
not necessarily the same as the states of the plant. The number 
of the virtual states can be made smaller than the number of 
the plant states. Furthermore, any strictly positive real control­
lers can be used to achieve the asymptotic stability of the closed-
loop system. This design is of particular interest for practical 
applications since only acceleration measurement is required. 
Asymptotic stability can be achieved with infinite uncertainty 
in the plant parameters and a large set of SPR controllers can be 
selected to optimize the performance. Two spring-mass systems 
have been used to demonstrate the virtual systems and controller 
designs. Extension to robust performance is possible since one 

of the examples has been shown with some degree of robust 
performance. 
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Numerical Differentiation of 
Tracking Data of Human Motion: 
The Virtual Accelerometer^ 

S. B. Bortolami,^ P. O. Riley,^ 

and D. E. Krebs" 

A method based on the Kalman Filter for deriving whole-body 
segment accelerations from position tracking data is described. 
Such a procedure is experimentally calibrated and qualified as 
a Virtual Accelerometer supplying a resolution of 0.2 m/s^ and 
a relative accuracy of better than 10 percent rms within 0-8 
Hz bandwidth. Results are finally compared to accelerometer 
performances reported by previous investigators. 

Introduction 
Human motion frequently requires measuring the derivatives 

of the body's trajectory either for computation of joint forces 
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