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#### Abstract

Summary. We investigate several iterative methods for the numerical solution of Theodorsen's integral equation, the discretization of which is either based on trigonometric polynomials or function families with known attenuation factors. All our methods require simultaneous evaluations of a conjugate periodic function at each step and allow us to apply the fast Fourier transform for this. In particular, we discuss the nonlinear JOR iteration, the nonlinear SOR iteration, a nonlinear second order Euler iteration, the nonlinear Chebyshev semi-iterative method, and its cyclic variant. Under special symmetry conditions for the region to be mapped onto we establish local convergence in the case of discretization by trigonometric interpolation and give simple formulas for the optimal parameters (e.g., the underrelaxation factor) and the asymptotic convergence factor. Weaker related results for the general non-symmetric case are presented too. Practically, our methods extend the range of application of Theodorsen's method and improve its effectiveness strikingly.


Subject Classifications: AMS (1980): 30C30; 42A50, 65H10, 65R20. CR: 5.19; 5.15, 5.18.

## 1. Introduction

Solving Theodorsen's integral equation for the numerical computation of conformal mappings is one of the well-known methods [4] that take advantage of the fact that the dimension of the problem can be reduced from two to one if at first the boundary correspondence function $\theta$ is determined. The method yields this function for a map of the unit disk onto a starlike region given by the polar coordinates $\tau, \rho(\tau)$ of its boundary $\Gamma$.

[^0]The usual way to discretize Theodorsen's integral equation is based on interpolating $t \mapsto \log \rho(\theta(t))$ on an equidistant grid by a trigonometric polynomial $T$ of degree $N$ and evaluating the conjugate polynomial $K T$ [which approximates $t \mapsto \theta(t)-t]$ on the same grid. This process used to be replaced by the equivalent multiplication with Wittich's matrix K [4]. However, while this multiplication requires $O\left(N^{2}\right)$ multiplications, the fast Fourier transform (FFT) made it possible to implement the original idea of interpolation, conjugation, and evaluation with only $O(N \log N)$ multiplications [10, 13]. On proposal of Prof. P. Henrici, both Mrs. C. Lundwall-Skaar [16] and the author started in 1975 with numerical experiments to explore the progress made possible by the FFT in this field.

The discretization leads to a nonlinear system of $2 N$ equations in $2 N$ unknowns. In accordance with its structure the nonlinear Jacobi method is the simplest of several iterative numerical methods that have been proposed for its solution [4]. Unfortunately, the global and local convergence of this method are only ensured if $\varepsilon_{\rho}:=\sup \left|\rho^{\prime}(\tau) / \rho(\tau)\right|<1$. Niethammer [18] proposed to permute the unknowns and the equations before applying the nonlinear SOR method or the Newton-SOR method. He pointed out that a nearly optimal underrelaxation factor can be determined a priori subject to the assumption that the eigenvalues of the Frechet derivative $\mathbf{J}$ of the Jacobi iteration function are exactly or nearly imaginary. For boundaries $\Gamma$ satisfying a special symmetry condition Gekeler [6] found rather large rectangular regions containing these eigenvalues. However, we state in Theorem 3.4 that these eigenvalues are in fact purely imaginary under weaker conditions. Essentially, we only require that $\Gamma$ should be symmetric about one or several axes passing through the origin and that $\rho^{\prime}$ should not change sign except at the points on these axes. On the basis of this theorem it is possible to establish for arbitrary $\varepsilon_{\rho}$ the local convergence of the nonlinear SOR iteration, of the Newton-SOR method, and of several other numerical methods if the exact solution of the discrete equation satisfies one additional condition, which is fulfilled by every useful solution.

In order that the SOR method be competitive, it is important that the FFT can be applied too. The corresponding algorithm is described in detail in [10]. (Independently, this has been discovered by Hübner [14] too, who, using our Theorem 3.4, has also established the local convergence of the SOR method.)

In another related paper [12] we show that the FFT can also be applied if the discretization of Theodorsen's integral equation is based on spline functions (or on another one of a large number of families of approximants). Wittich's matrix $\mathbf{K}$ is then replaced by a product $\mathbf{K} \Sigma$, where $\Sigma$ is a symmetric circulant Toeplitz matrix. Unfortunately, this modification prevents the direct application of the SOR iteration, but we present other methods that work. Also, Theorem 3.4 seems to hold no more in general.

All the numerical methods we discuss require the simultaneous evaluation of a conjugate periodic function at each step and allow one to apply the FFT for this. All of them are linear-nonlinear methods [20] for which no secondary iteration is necessary due to the special structure of the discrete Theodorsen equation. (But some of our results are also useful if the linear versions of these methods are used as secondary iterations in Newton's method, cf. [20].) In particular, we consider the Jacobi overrelaxation method (JOR), the SOR
iteration, a second order generalized Euler method (which turns out to be a second order Richardson iteration too), and, for completeness, the related Chebyshev semi-iterative method and its cyclic variant. Under the mentioned assumptions of Theorem 3.4 we are able in each case to determine a priori nearly optimal parameters (e.g., underrelaxation factors) and the corresponding asymptotic (root-)convergence factor. If these assumptions are violated, it is still possible to find the optimal parameters with respect to an elliptic region (or, for the JOR method, the intersection of two disks) that is supposed to contain the eigenvalues of $\mathbf{J}$.

The SOR and the cyclic Chebyshev iterations have the best convergence rate, but they are only applicable for trigonometric interpolation, i.e. $\Sigma=\mathbf{I}$. The second order Euler method and the Chebyshev iteration, both allowing $\Sigma \neq \mathbf{I}$, are approximately half as efficient. Moreover, as partly known [7, 8, 15, 19], all of these methods are closely related to each other in our case.

If $\varepsilon_{\rho}<1$, global convergence is established in Theorems 3.1 and 7.3. If $\varepsilon_{\rho}>1$, however, our results only guarantee local convergence. In fact, our numerical experiments have shown that it is often necessary to combine those methods with the so-called continuation method [20]: One after the other we solve the conformal mapping problems with radius function $\rho^{l / L}(\tau), l=1, \ldots, L$, using the result of each problem as starting point for the next one.

Some other questions arising in practice, including the one of how to evaluate the mapping function in the interior of the unit disk, will be discussed in another closely related paper [11]. There we will also present numerical experiments. They indicate that in practice our choice of parameters based on Theorem 3.4 is still very good if the assumptions of this theorem do not hold.

## 2. Theodorsen's Integral Equation and its Discretization

Let $\Gamma$ be a Jordan curve that is starlike with respect to the origin and given by its polar coordinates $\tau, \rho(\tau)$ :

$$
\Gamma:=\left\{\zeta \in \mathbb{C}: \zeta=\rho(\tau) e^{i \tau}, \tau \in \mathbb{R}\right\}
$$

( $\rho$ is a $2 \pi$-periodic positive function.) Assume $\Gamma$ satisfies an $\varepsilon$-condition, i.e. $\rho$ is absolutely continuous and

$$
\varepsilon_{\rho}:=\underset{0 \leqq \tau<2 \pi}{\operatorname{ess} \sup }\left|\frac{\rho^{\prime}(\tau)}{\rho(\tau)}\right|<\infty .
$$

Moreover, suppose $D$ is the open unit disk in the $w$-plane and $\Delta$ is the interior of $\Gamma$ in the $\zeta$-plane. Let $\bar{D}$ and $\bar{\Delta}$ denote the closure of $D$ and $\Delta$, respectively. There is a unique topological mapping $g: \bar{D} \rightarrow \bar{\Delta}$ that is the extension of a conformal mapping of $D$ onto $\Delta$ and fulfills $g(0)=0, g^{\prime}(0)>0$. The restriction of $g$ to the unit circle $\partial D$ may be written in terms of the boundary correspondence function $\theta$, a real continuous function that is implicitly defined by

$$
\left.g\right|_{\partial D}: e^{i t} \mapsto g\left(e^{i t}\right)=\rho(\theta(t)) e^{i \theta(t)}
$$

and may be normalized by

$$
\int_{0}^{2 \pi} \theta(t) d t=2 \pi^{2}
$$

This boundary correspondence function satisfies Theodorsen's equation, a singular and nonlinear integral equation [4, p. 65]:

$$
\begin{equation*}
\theta(t)-t=K[\log \rho(\theta(.))](t), \quad \forall t \in \mathbb{R} . \tag{2.1}
\end{equation*}
$$

Here $K$ denotes the conjugation operator [28]: For $X \in L[0,2 \pi]$ the conjugate periodic function $K X$ is defined a.e. by the principal value integral

$$
K X(t):=\frac{1}{2 \pi} \text { P.V. } \int_{0}^{2 \pi} X(s) \cot \frac{t-s}{2} d s .
$$

The restriction of $K$ to $L_{2}[0,2 \pi]$ is a skew-symmetric endomorphism with operator norm 1. In fact, if $X \in L_{2}[0,2 \pi]$ has the real Fourier coefficients $a_{0}, a_{1}, a_{2}, \ldots, b_{1}, b_{2}, \ldots$, then $K X \in L_{2}[0,2 \pi]$ has the coefficients $0,-b_{1}$, $-b_{2}, \ldots, a_{1}, a_{2}, \ldots[28$, p. 128].

For numerical computation one has to discretize the conjugation operator. The most common way to do this is based on replacing $X$ by the trigonometric polynomial $T$ of degree $N$ normalized by a vanishing $\sin (N t)$ coefficient and interpolating $X$ at the $2 N$ equidistant points $t_{k}:=k \pi / N, k=0, \ldots, 2 N-1$. The coefficients of $T$ as well as all the values $y_{k}:=(K T)\left(t_{k}\right)$ can be computed very efficiently with the fast Fourier transform (FFT) [10, 13].

On the other hand, since $y_{k}$ depends linearly on the given values $x_{j}:=X\left(t_{j}\right)$, $j=0, \ldots, 2 N-1$, there exists a matrix $\mathbf{K}$ of order $2 N$ such that $\mathbf{y}=\mathbf{K} \mathbf{x}$ if $\mathbf{y}:=\left(y_{0}, \ldots, y_{2 N-1}\right)^{T}, \mathbf{x}:=\left(x_{0}, \ldots, x_{2 N-1}\right)^{T}$ (where $T$ denotes transposition). For our theoretical investigations we will use this classical matrix representation of the discrete conjugation operator, although it hides the connection with trigonometric interpolation and the related efficient implementation with the FFT.
$\mathbf{K}$ is called Wittich's matrix and has the elements [4, p. 76]

$$
(\mathbf{K})_{l j}= \begin{cases}0, & \text { if } j-l \text { is even } \\ \frac{1}{N} \cot \frac{(l-j) \pi}{2 N}, & \text { if } j-l \text { is odd }\end{cases}
$$

$(l, j=0, \ldots, 2 N-1)$. It is a circulant skew-symmetric Toeplitz matrix, which contains zeros in a checkerboard layout including the diagonal. Due to this last property $\mathbf{K}$ is weakly cyclic of index 2 [24], cf. Sect. 5 . Owing to the first property it is easy to show that all non-vanishing eigenvalues are $\pm i$, namely, $N-1$ of each [27, §17.6]. Hence $\|\mathbf{K}\|=1$ for the spectral norm.

For any $\mathbf{s} \in \mathbb{R}^{2 N}$ and any scalar function $\sigma$ let us define

$$
\sigma(\mathbf{s}):=\left(\sigma\left(s_{0}\right), \sigma\left(s_{1}\right), \ldots, \sigma\left(s_{2 N-1}\right)\right)^{T}
$$

Then, the discrete Theodorsen equation replacing Eq. (2.1) is

$$
\begin{equation*}
\mathbf{y}=\mathbf{K} \log \rho(\mathbf{t}+\mathbf{y}) \tag{2.2}
\end{equation*}
$$

where $\mathbf{y}$ is supposed to approximate $\theta(\mathbf{t})-\mathbf{t}$.

It has been proved by the author [9], and in a private communication by 0 . Hübner, that Eq. (2.2) always has at least one solution. However, as we will see in computed examples [11], some solutions may yield useless approximations of the exact boundary correspondence function $\theta$, which, of course, is strictly monotone in [ $0,2 \pi$ ].

We may equally well approximate $X$ by an interpolating spline function with knots $t_{k}$ instead of using the interpolating trigonometric polynomial $T$. In fact, this just means that the coefficients of the polynomial $K T$ have to be modified before its evaluation with the FFT [12]. We can even implement a number of other approximation functions with the same modification but using different weights. In the sequel we will only use the fact that $\mathbf{K}$ is then replaced by

$$
\mathbf{K}_{\Sigma}:=\mathbf{K} \boldsymbol{\Sigma},
$$

where $\Sigma$ is a circulant positive semi-definite symmetric Toeplitz matrix commuting with $\mathbf{K}$ and satisfying

$$
\|\Sigma\| \leqq 1
$$

Thus, $\mathbf{K}_{\Sigma}$ is still a circulant skew-symmetric Toeplitz matrix, but, in general, it is no longer weakly cyclic of index 2 . We will call

$$
\begin{equation*}
\mathbf{y}=\mathbf{K}_{\Sigma} \log \rho(\mathbf{t}+\mathbf{y}) \tag{2.3}
\end{equation*}
$$

the modified discrete Theodorsen equation. Equation (2.2) corresponding to $\Sigma=\mathbf{I}$ (the identity matrix) will be considered as a special case of (2.3). The existence proof for (2.2) carries over to (2.3). As we will see, the constant $\varepsilon_{\rho}$, which is very important in the discussion of numerical methods for (2.2), is replaced by

$$
\varepsilon:=\varepsilon_{\rho}\left\|\mathbf{K}_{\varepsilon}\right\|
$$

when we are dealing with (2.3).

## 3. On the Jacobi Iteration Function and the Eigenvalues of its Fréchet Derivative

The classical method to solve Eq. (2.2), or now (2.3), is the nonlinear Jacobi iteration

$$
\begin{equation*}
\mathbf{y}_{m+1}:=\boldsymbol{\Phi}\left(\mathbf{y}_{m}\right):=\mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}_{m}\right), \quad m=0,1, \ldots \tag{3.1}
\end{equation*}
$$

It may be started with $\mathbf{y}_{0}:=\mathbf{0}$ or with another approximation of the solution.
Since $\rho$ is absolutely continuous, $\rho^{\prime}$ exists a.e. and

$$
\begin{equation*}
\left|\log \rho\left(\tau_{1}\right)-\log \rho\left(\tau_{2}\right)\right|=\left|\int_{\tau_{1}}^{\tau_{2}} \frac{\rho^{\prime}(\tau)}{\rho(\tau)} d \tau\right| \leqq \varepsilon_{\rho}\left|\tau_{1}-\tau_{2}\right| \tag{3.2}
\end{equation*}
$$

for every $\tau_{1}$ and $\tau_{2}$. Using the Euclidean norm we get

$$
\begin{equation*}
\|\Phi(\mathbf{y})-\boldsymbol{\Phi}(\tilde{\mathbf{y}})\| \leqq \varepsilon_{\rho}\|\mathbf{K} \varepsilon\| \mathbf{y}-\tilde{\mathbf{y}}\|=\varepsilon\| \mathbf{y}-\tilde{\mathbf{y}} \| \tag{3.3}
\end{equation*}
$$

which means that $\varepsilon$ is a Lipschitz constant for the iteration function $\Phi$. Thus, the contraction theorem yields the following simple generalization of the classical convergence theorem [4, p. 87].
Theorem 3.1. If $\varepsilon<1$, Eq. (2.3) has exactly one solution $\mathbf{y}^{*}$, and iteration (3.1) started with an arbitrary $\mathbf{y}_{0}$ converges to $\mathbf{y}^{*}$.

But what can we say if $\varepsilon \geqq 1$ ? For any iteration $\mathbf{y}_{m+1}=\boldsymbol{\Psi}\left(\mathbf{y}_{m}\right)$ with Fréchet differentiable ( $F$-differentiable) function $\Psi$ the local convergence to a fixed point $\mathbf{y}^{*}$ of $\boldsymbol{\Psi}$ hinges on the spectral radius $\Lambda$ of the Frechet derivative ( $F$-derivative) $\Psi^{\prime}\left(\mathbf{y}^{*}\right)$ of $\boldsymbol{\Psi}$ at $\mathbf{y}^{*}$ [21, Chap. 22]. Moreover, if $\Lambda \in(0,1)$, the convergence is linear and the asymptotic convergence factor (called root-convergence factor $R_{1}$ in [20]) equals $A[20,10.1 .4]$. Since most of our convergence results will be based on these facts, we need

Assumption (D). $\mathbf{y}^{*}$ is a solution of (2.3), and $\rho$ is differentiable at each component of $\mathbf{y}^{*}$.

First, it follows that the $F$-derivative at $\mathbf{y}^{*}$ of the Jacobi iteration function $\Phi$ [defined in (3.1)] exists:

$$
\mathbf{J}:=\boldsymbol{\Phi}^{\prime}\left(\mathbf{y}^{*}\right) \approx \mathbf{K}_{\Sigma} \mathbf{D},
$$

where

$$
\mathbf{D}:=\operatorname{diag}\left(\frac{\rho^{\prime}}{\rho}\left(t_{k}+y_{k}^{*}\right)\right)_{k=0, \ldots, 2 N-1} .
$$

[Note that even if $\rho$ were not differentiable at $\mathbf{y}^{*}$, there would exist according to (3.2) a diagonal matrix $\tilde{\mathrm{D}}_{m}$ with $\left\|\tilde{\mathrm{D}}_{m}\right\| \leqq \varepsilon_{\rho}$ such that

$$
\log \rho\left(\mathbf{t}+\mathbf{y}_{m}\right)-\log \rho\left(\mathbf{t}+\mathbf{y}^{*}\right)=\tilde{\mathbf{D}}_{m}\left(\mathbf{y}_{m}-\mathbf{y}^{*}\right)
$$

and hence

$$
\begin{equation*}
\mathbf{y}_{m+1}-\mathbf{y}^{*}=\mathbf{K}_{\Sigma} \tilde{\mathbf{D}}_{m}\left(\mathbf{y}_{m}-\mathbf{y}^{*}\right) \tag{3.5}
\end{equation*}
$$

Our following investigations on the eigenvalues of $\mathbf{J}$ carry over to the equally structured matrices $\mathbf{K}_{\Sigma} \tilde{\mathbf{D}}_{m}$. This motivates our opinion that, practically, the differentiability of $\rho$ is not crucial for the local convergence of the nonlinear methods to be discussed.]

Of course, the spectral radius $\Lambda(\mathbf{J})$ of $\mathbf{J}$ satisfies $\Lambda(\mathbf{J}) \leqq\|\mathbf{J}\| \leqq \varepsilon$. In the case $\boldsymbol{\Sigma}$ $=$ I numerical experiments have shown that, in general, $\Lambda(\mathbf{J})$ is almost equal to $\varepsilon$ if $N$ is iarge. Consequently, if $\varepsilon<1$, the convergence is indeed linear with an asymptotic factor close to $\varepsilon$. However, if $\varepsilon>1$ and $N$ is large, $\mathbf{y}^{*}$ is usually a point of repulsion; in its neighborhood iteration (3.1) can be expected to diverge, although convergence could occur [21, Chap. 22]. In Appendix 1 we will prove the related

Lemma 3.2. Under assumption (D), if $N \rightarrow \infty$ and the third largest absolute value of an element of $\mathbf{D}$ tends to $\varepsilon_{\rho}$, then $\lim \|\mathbf{K} \mathbf{D}\|=\varepsilon_{\rho}$.

In particular, this lemma applies if $\rho$ is continuously differentiable and the solution $\mathbf{y}^{*}$ of (2.2) "converges" to the function $\theta(t)-t$. (A correct formulation of this fact would require additional notation.)

The question, whether the spectral radius $\Lambda(\mathbf{K D})$ tends to $\varepsilon_{g}$ too, is still open.
To choose a numerical method that is more appropriate than Jacobi's iteration (3.1) requires additional information on the spectrum of $\mathbf{J}$.

Lemma 3.3. Under assumption (D) the spectrum of $\mathbf{J}$ is symmetric about 0.
Proof. If $\mathbf{D}$ is regular, $\mathbf{W}:=\mathbf{D}^{1 / 2}$ can be defined and is regular. So, $\mathbf{W J} \mathbf{W}^{-1}$ $=\mathbf{W K}_{\Sigma} \mathbf{W}$ is a complex skew-symmetric matrix similar to $\mathbf{J}$, and its spectrum is symmetric about 0 [5, p. 12]. Since the eigenvalues of $\mathbf{J}$ depend continuously on the elements of $\mathbf{D}$, the statement remains true for singular $\mathbf{D} . \quad \square$
(In case $\mathbf{\Sigma}=\mathbf{I}$, there is another simple proof based on the fact that $\mathbf{J}$ is weakly cyclic of index 2, cf. [27, §17.4].)

Additional information on the spectrum of $\mathbf{J}$ can be deduced for some boundaries $\Gamma$ symmetric about an axis. More precisely, we have to replace assumption (D) by

Assumption (SD). $\Gamma$ is symmetric about the real axis and, in addition, $v$-fold rotationally symmetric about 0 , where $v>1$ is a divisor of $N, M:=N / v . \mathscr{S}$ is the ( $M-1$ )-dimensional subspace of vectors $\mathbf{y} \in \mathbb{R}^{2 N}$ satisfying

$$
\begin{array}{ll}
y_{0}=y_{N}=0, & y_{k}=-y_{2 N-k}, \quad k=1, \ldots, N-1 \\
y_{k}=y_{k+2 M}, & k=0, \ldots, 2 N-2 M-1 \quad \text { if } v>1 . \tag{3.6b}
\end{array}
$$

$\mathbf{y}^{*} \in \mathscr{S}$ is a solution of (2.3), for which

$$
\begin{equation*}
t_{k}+y_{k}^{*} \in(0, \pi / v), \quad k=1, \ldots, M-1 \tag{3.7}
\end{equation*}
$$

Moreover, $\rho$ is differentiable at $t_{k}+y_{k}^{*}, k=1, \ldots, M-1$, and $\rho^{\prime}\left(t_{k}+y_{k}^{*}\right) \geqq 0$ (or $\leqq 0$ ) for these values of $k$. Finally, $\boldsymbol{\Sigma}=\mathbf{I}$.

Of course, the last condition is fulfilled if $\rho$ is differentiable and weakly monotone in $(0, \pi / v)$. Simple examples of curves $\Gamma$ satisfying this and the symmetry condition are: an ellipse ( $v=2$ ) or a square ( $v=4$ ) symmetric about real and imaginary axis, and the curve defined by $\rho(\tau)=\exp |\tau|,|\tau| \leqq \pi$, for which $y=1$.

As already noticed by Niethammer [18], there are good reasons to believe that the eigenvalues of $\mathbf{J}$ are often close to the imaginary axis. Gekeler [6], assuming ( SD ) with $v=2$, established a rather weak related result. In Appendix 2 we will prove the much stronger
Theorem 3.4. Under assumption (SD) $\mathscr{S}$ is an invariant subspace of $\mathbf{J}$ [defined by (3.4)], and the restriction $\left.\mathbf{J}\right|_{\mathscr{S}}$ of $\mathbf{J}$ to $\mathscr{S}$ has purely imaginary eigenvalues.

In the following sections we will discuss the impact of this theorem on several numerical methods for the solution of (2.3) or (2.2). We will also consider weaker assumptions on the eigenvalues of $\mathbf{J}$. An important but simple tool in applying Theorem 3.4 will be
Lemma 3.5. Assume $\mathscr{S}$ is any subspace of $\mathbb{R}^{n}$, and $\Psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is $F$-differentiable at $\mathbf{y} \in \mathscr{S}$ and satisfies $\boldsymbol{\Psi}(\mathscr{P}) \subset S$. Denote the restriction of $\boldsymbol{\Psi}$ and $\boldsymbol{\Psi}^{\prime}(\mathbf{y})$ to $\mathscr{S}$ by $\left.\boldsymbol{\Psi}\right|_{\mathscr{S}}$ and $\left.\Psi^{\prime}(\mathbf{y})\right|_{\mathscr{S}}$, respectively. Then $\Psi^{\prime}(\mathbf{y}) \mathscr{S} \subset \mathscr{S}$ and $\left.\Psi^{\prime}(\mathbf{y})\right|_{\mathscr{S}}=\left(\left.\boldsymbol{\Psi}\right|_{\mathscr{S}}\right)^{\prime}(\mathbf{y})$.

Proof. By definition of the $F$-derivative $\Psi^{\prime}(\mathbf{y})$ of $\boldsymbol{\Psi}$ at $\mathbf{y}$,

$$
\left\|\boldsymbol{\Psi}(\mathbf{y}+\mathbf{h})-\boldsymbol{\Psi}(\mathbf{y})-\boldsymbol{\Psi}^{\prime}(\mathbf{y}) \mathbf{h}\right\|=o(\|\mathbf{h}\|) \quad \text { as } \mathbf{h} \rightarrow 0
$$

Assuming $\mathbf{y} \in \mathscr{S}, \mathbf{h} \in \mathscr{S}$ we see that $\Psi^{\prime}(\mathbf{y}) \mathbf{h} \in \mathscr{S}$ too since the left side would be $O(\|h\|)$ otherwise. Hence, $\Psi^{\prime}(\mathbf{y}) \mathscr{S} \subset \mathscr{S}$ and

$$
\left\|\left.\boldsymbol{\Psi}\right|_{\mathscr{S}}(\mathbf{y}+\mathbf{h})-\left.\boldsymbol{\Psi}\right|_{\mathscr{S}}(\mathbf{y})-\left.\boldsymbol{\Psi}^{\prime}(\mathbf{y})\right|_{\mathscr{S}} \mathbf{h}\right\|=o(\|\mathbf{h}\|)
$$

So, $\left.\Psi^{\prime}(\mathbf{y})\right|_{\mathscr{S}}=\left(\left.\boldsymbol{\Psi}\right|_{\mathscr{S}}\right)^{\prime}(\mathbf{y})$ by definition of the latter.
In particular, Lemma 3.5 applies to the iteration function $\Phi$ of (3.1) and the subspace $\mathscr{S}$ defined by (3.6) for it will be proved in Appendix 2 that $\Phi(\mathscr{S}) \subset \mathscr{S}$.

## 4. The Nonlinear JOR Method

The nonlinear Jacobi iteration with overrelaxation (nonlinear JOR iteration) to solve (2.3) is defined by

$$
\begin{equation*}
\mathbf{y}_{m+1}:=\boldsymbol{\Phi}_{\omega}^{J}\left(\mathbf{y}_{m}\right):=\omega \mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}_{m}\right)+(1-\omega) \mathbf{y}_{m}, m=0,1,2, \ldots \tag{4.1}
\end{equation*}
$$

where $y_{0}$ is a given starting approximation and $\omega$ is the overrelaxation factor. We will choose $\omega \in(0,1]$, i.e. apply underrelaxation rather than overrelaxation, but nevertheless use the abbreviation JOR.

The eigenvalues $\mu$ of $\mathbf{J}$ [defined by (3.4)] and the eigenvalues $\lambda$ of the $F$ derivative

$$
\begin{equation*}
\mathbf{J}_{\omega}^{J}:=\omega \mathbf{J}+(1-\omega) \mathbf{I} \tag{4.2}
\end{equation*}
$$

of $\Phi_{\omega}^{J}$ at $\mathbf{y}^{*}$ are related by

$$
\begin{equation*}
\lambda=\omega \mu+1-\omega \tag{4.3}
\end{equation*}
$$

Again, we use $\Lambda\left(\mathbf{J}_{\omega}^{J}\right)$ to denote the spectral radius of $\mathbf{J}_{\omega}^{J}$.
Theorem 4.1. (i) Let $\omega \in(0,1], \sigma \in(1-\omega, 1)$, and let assumption (D) be satisfied. Then $\Lambda\left(\mathbf{J}_{\omega}^{J}\right) \leqq \sigma$ iff all eigenvalues $\mu$ of $\mathbf{J}$ lie in the point set

$$
L_{\sigma, \omega}^{J}:=\left\{\zeta:\left|\zeta+\frac{1}{\omega}-1\right| \leqq \frac{\sigma}{\omega},\left|\zeta-\frac{1}{\omega}+1\right| \leqq \frac{\sigma}{\omega}\right\}
$$

which is an intersection of two disks with radius $\sigma / \omega$ and center $\pm(1-\omega) / \omega$.
(ii) Under assumption (SD),
and

$$
\Lambda\left(\left.\mathbf{J}_{\omega}^{J}\right|_{\mathscr{Y}}\right) \leqq \sigma:=\sigma_{J}(\varepsilon, \omega):=|1-\omega+i \varepsilon \omega|
$$

and

$$
\sigma_{J}(\varepsilon, \omega)<1 \quad \text { iff } \quad 0<\omega<\frac{2}{1+\varepsilon^{2}}
$$

Moreover,

$$
\min _{\omega} \sigma_{J}(\varepsilon, \omega)=\sigma_{J}^{*}(\varepsilon):=\frac{\varepsilon}{\sqrt{1+\varepsilon^{2}}}
$$



Fig. 1. The mapping of eigenvalues by the JOR method $\left[\varepsilon=V / 3, \omega=\omega_{J}^{*}(\varepsilon)\right]$
is attained at

$$
\omega=\omega_{J}^{*}(\varepsilon):=\frac{1}{1+\varepsilon^{2}}
$$

and, for $\varepsilon \rightarrow \infty$,

$$
\sigma_{J}^{*}(\varepsilon)=1-\frac{1}{2 \varepsilon^{2}}+O\left(\varepsilon^{-4}\right), \quad \omega_{J}^{*}(\varepsilon)=\frac{1}{\varepsilon^{2}}+O\left(\varepsilon^{-4}\right)
$$

(iii) In both cases, iteration (4.1) converges locally and (except if $\varepsilon=\omega-1=0$ ) linearly to $\mathbf{y}^{*}$, and the asymptotic convergence factor is not worse than $\sigma$.

Proof. Relation (4.3) and elementary geometrical considerations easily yield part (i); cf. Fig. 1. To obtain (ii) we note that $\Phi_{\omega}^{J}(\mathscr{P}) \subset \mathscr{S}($ since $\Phi(\mathscr{P}) \subset \mathscr{S})$ and apply Lemma 3.5 and Theorem 3.4 in addition. Finally, (iii) follows from Ostrowski's theorem and the linear convergence theorem [21, Chap. 22; 20, 10.1.4].
$\omega_{J}^{*}(\varepsilon)$ is the optimal underrelaxation factor with respect to our knowledge (exhibited in Theorem 3.4) about the eigenvalues of $\mathbf{J}$.

By geometric considerations and by a compactness argument we easily get
Corollary 4.2. (i) If $\omega \in(0,1]$, if assumption (D) holds, and if the interior of $L_{1, \omega}^{J}$ contains the spectrum of $\mathbf{J}$, then iteration (4.1) converges locally to $\mathbf{y}^{*}$.
(ii) If assumption ( D ) holds and the spectrum of $\mathbf{J}$ is contained in the strip $\{\mu$ : $|\operatorname{Re} \mu|<1\}$, then there exists $\omega \in(0,1]$ such that (4.1) converges locally to $\mathbf{y}^{*}$.

Finally, note that $\varepsilon<1, \omega \leqq 1$, and (3.3) imply

$$
\begin{equation*}
\left\|\boldsymbol{\Phi}_{\omega}^{J}(\mathbf{y})-\boldsymbol{\Phi}_{\omega}^{J}(\tilde{\mathbf{y}})\right\| \leqq \gamma\|\mathbf{y}-\tilde{\mathbf{y}}\|, \quad \gamma:=1-\omega+\omega \varepsilon<1 \tag{4.4}
\end{equation*}
$$

Hence, $\gamma<1$ is a Lipschitz constant for $\boldsymbol{\Phi}_{\omega}^{J}$, and we get
Theorem 4.3. For $\varepsilon<1$ iteration (4.1) converges globally.

## 5. The Nonlinear SOR Method

Niethammer [18] showed that in the traditional case with $\Sigma=\mathbf{I}$ two steps of the nonlinear Jacobi iteration (3.1) are essentially equivalent to one step of the nonlinear Gauss-Seidel method if for the latter the equations and unknowns in system (2.2) are suitably permuted. Moreover, on the basis of examples and his conjecture (mentioned in Sect. 3) concerning the eigenvalues of $\mathbf{J}$ he pointed out that underrelaxation may improve the convergence of the Gauss-Seidel method considerably. Owing to our Theorem 3.4 we are now able to prove his observation. We restrict ourselves to the case $\Sigma=\mathbf{I}$ (as he did) since this is the only practical approximation that can be treated efficiently with the SOR method.

For any $\mathbf{y}=\left(y_{0}, y_{1}, \ldots, y_{2 N-1}\right)^{T} \in \mathbb{R}^{2 N}$ we let

$$
\mathbf{y}^{\prime \prime}:=\left(y_{0}, y_{2}, \ldots, y_{2 N-2}\right)^{T}, \quad \mathbf{y}^{\prime}:=\left(y_{1}, y_{3}, \ldots, y_{2 N-1}\right)^{T}
$$

and define the permutation matrix $\mathbf{P}$ by

$$
\begin{equation*}
\mathbf{P} \mathbf{y}=\binom{\mathbf{y}^{\prime \prime}}{\mathbf{y}^{\prime}}, \quad \forall \mathbf{y} \in \mathbb{R}^{2 N} \tag{5.1}
\end{equation*}
$$

Then, since $\mathbf{K}$ features zeros in a checkerboard layout,

$$
\mathbf{P K} \mathbf{P}^{T}=\left(\begin{array}{cc}
\mathbf{0} & -\mathbf{L}^{T}  \tag{5.2}\\
\mathbf{L} & \mathbf{0}
\end{array}\right)
$$

where $\mathbf{L}$ is an $N \times N$ matrix. So, the discrete Theodorsen equation (2.2) is equivalent to the system

$$
\begin{align*}
\mathbf{y}^{\prime \prime} & =-\mathbf{L}^{T} \log \rho\left(\mathbf{t}^{\prime}+\mathbf{y}^{\prime}\right)  \tag{5.3a}\\
\mathbf{y}^{\prime} & =\mathbf{L} \log \rho\left(\mathbf{t}^{\prime \prime}+\mathbf{y}^{\prime \prime}\right) \tag{5.3b}
\end{align*}
$$

(5.2) exhibits that $\mathbf{K}$ and $\mathbf{J}=\mathbf{K} \mathbf{D}$ are weakly cyclic of index 2 [24, p.39], which implies that $\mathbf{I}-\mathbf{J}=\mathbf{I}-\mathbf{K D}$ is 2-cyclic and has property A [24, p.99]. However, opposite to $\mathbf{J}$, the matrix $\mathbf{P J} \mathbf{P}^{T}$ is consistently ordered with the $\sigma_{1}$ ordering [25]. Since $\mathbf{P J} \mathbf{P}^{T}$ is the $F$-derivative of the right side of (5.3) (considered
as function of $\mathbf{y}^{\prime \prime}$ and $\mathbf{y}^{\prime}$ ), Young's SOR theory [25] can be applied for the computation of a nearly optimal relaxation factor and the correspondent asymptotic convergence factor of either the nonlinear SOR method or the Newton-SOR method.

To apply the nonlinear SOR method to (5.3) means to compute

$$
\begin{array}{r}
\mathbf{y}_{m+1}^{\prime \prime}:=-\omega \mathbf{L}^{r} \log \rho\left(\mathbf{t}^{\prime}+\mathbf{y}_{m}^{\prime}\right)+(1-\omega) \mathbf{y}_{m}^{\prime \prime}, \\
\mathbf{y}_{m+1}^{\prime}:=\omega \mathbf{L} \log \rho\left(\mathbf{t}^{\prime \prime}+\mathbf{y}_{m+1}^{\prime \prime}\right)+(1-\omega) \mathbf{y}_{m}^{\prime},  \tag{5.4b}\\
m=0,1, \ldots,
\end{array}
$$

where $\mathbf{y}_{0}^{\prime}$, and, if $\omega \neq 1, \mathbf{y}_{0}^{\prime \prime}$ are given starting approximations. In practice it is most important that there exist a fast algorithm based on the FFT for the multiplication of a vector in $\mathbb{R}^{N}$ by $\mathbf{L}$ or $\mathbf{L}^{T}$; for large $N$ each of these multiplications costs only half as much as the multiplication of a vector in $\mathbb{R}^{2 N}$ by $\mathbf{K}$. This algorithm and an ALGOL 60 program are listed in [10]. (Independently, this possibility has also been recognized by Hübner [14].)

If $\omega=1, \mathbf{y}_{m}^{\prime \prime}$ is now in fact seen to consist of the even indexed components of $\mathbf{y}_{2 m-1}$, constructed by Jacobi's method (3.1), while $\mathbf{y}_{m}^{\prime}$ contains exactly the odd indexed components of $\mathbf{y}_{2 m}$ [18]. However, the effect of underrelaxation on the Gauss-Seidel method is much greater than on Jacobi's method.

The iteration function $\boldsymbol{\Phi}_{\omega}^{S}$ of the nonlinear SOR method becomes evident, if we replace in (5.4) the second definition (5.4b) by the equivalent assignment

$$
\mathbf{y}_{m+1}^{\prime}:=\omega \mathbf{L} \log \rho\left[\mathbf{t}^{\prime \prime}-\omega \mathbf{L}^{T} \log \rho\left(\mathbf{t}^{\prime}+\mathbf{y}_{m}^{\prime}\right)+(1-\omega) \mathbf{y}_{m}^{\prime \prime}\right]+(1-\omega) \mathbf{y}_{m}^{\prime}
$$

In particular, the $F$-derivative of $\boldsymbol{\Phi}_{\omega}^{S}$ at $\mathbf{y}^{*}$ is

$$
\mathbf{J}_{\omega}^{s}:=\left(\begin{array}{cc}
(1-\omega) \mathbf{I} & -\omega \mathbf{L}^{T} \mathbf{D}^{\prime}  \tag{5.5}\\
\omega(1-\omega) \mathbf{L} \mathbf{D}^{\prime \prime} & (1-\omega) \mathbf{I}-\omega^{2} \mathbf{L} \mathbf{D}^{\prime \prime} \mathbf{L}^{T} \mathbf{D}^{\prime}
\end{array}\right)
$$

where $\mathbf{D}^{\prime \prime}$ and $\mathbf{D}^{\prime}$ are in an obvious way defined as submatrices of PDP ${ }^{T}$. Formally a more common formula for $J_{\omega}^{ゝ}$ is obtained if we linearize the right side of (5.3) at $y=y^{*}$ and delete higher order terms:

$$
\begin{array}{ll}
\mathbf{y}^{\prime \prime}=-\mathbf{L}^{T} \mathbf{c}^{\prime}-\mathbf{L}^{T} \mathbf{D}^{\prime} \mathbf{y}^{\prime}, & \text { where } \mathbf{c}^{\prime}:=\log \rho\left(\mathbf{t}^{\prime}+\mathbf{y}^{* \prime}\right)-\mathbf{D}^{\prime} \mathbf{y}^{* \prime} \\
\mathbf{y}^{\prime}=\mathbf{L} \mathbf{c}^{\prime \prime}+\mathbf{L} \mathbf{D}^{\prime \prime} \mathbf{y}^{\prime \prime}, & \text { where } \mathbf{c}^{\prime \prime}:=\log \rho\left(\mathbf{t}^{\prime \prime}+\mathbf{y}^{* \prime \prime}\right)-\mathbf{D}^{\prime \prime} \mathbf{y}^{*^{\prime \prime}} . \tag{5.6}
\end{array}
$$

The SOR iteration for this linear system would be

$$
\begin{align*}
& \mathbf{y}_{m+1}^{\prime \prime}:=-\omega \mathbf{L}^{T} \mathbf{c}^{\prime}-\omega \mathbf{L}^{T} \mathbf{D}^{\prime} \mathbf{y}_{m}^{\prime}+(1-\omega) \mathbf{y}_{m}^{\prime \prime}, \\
& \mathbf{y}_{m+1}^{\prime}:=\omega \mathbf{L} \mathbf{c}^{\prime \prime}+\omega \mathbf{L} \mathbf{D}^{\prime \prime} \mathbf{y}_{m+1}^{\prime \prime}+(1-\omega) \mathbf{y}_{m}^{\prime}, \quad m=0,1, \ldots \tag{5.7}
\end{align*}
$$

By noting that the inverse of a triangular matrix with diagonal elements equal to 1 always exists, we get now (cf. [20], Th. 10.3.5)

$$
\mathbf{J}_{\omega}^{S}=\left(\begin{array}{cc}
\mathbf{I} & \mathbf{0} \\
-\omega \mathbf{L} \mathbf{D}^{\prime \prime} & \mathbf{I}
\end{array}\right)^{-1}\left(\begin{array}{cc}
(1-\omega) \mathbf{I} & -\omega \mathbf{L}^{T} \mathbf{D}^{\prime} \\
\mathbf{0} & (1-\omega) \mathbf{I}
\end{array}\right)
$$

which is easily verified to be in accordance with (5.5).

Young [25, Theorem 2.3] showed: If $\omega \neq 0$, if $\lambda$ is a non-zero eigenvalue of $\mathbf{J}_{\omega}^{S}$, and if $\mu$ satisfies

$$
\begin{equation*}
(\lambda+\omega-1)^{2}=\omega^{2} \mu^{2} \lambda, \tag{5.8}
\end{equation*}
$$

then $\mu$ is an eigenvalue of $\mathbf{J}$. Conversely, if $\mu$ is an eigenvalue of $\mathbf{J}$ and $\lambda$ satisfies (5.8), then $\lambda$ is an eigenvalue of $\mathbf{J}_{\omega}^{S}$.

A further discussion of this relationship (for details see [19], Sect. 6, [25], Sect. 2, or [26], or Sect. 6.4) leads to part (i) illustrated by Fig. 2 of

Theorem 5.1. (i) Let $\omega \in(0,1], \sigma \in[1-\omega, 1)$, but not $\omega-1=\sigma=0$. Under assumption (D), iteration (5.4) converges linearly with an asymptotic convergence factor not greater than $\sigma$ locally to $\mathbf{y}^{*}$ iff all eigenvalues $\mu$ of $\mathbf{J}$ lie in the closed point set $L_{\sigma, \omega}^{S}$ bounded by the ellipse $E_{\gamma, \delta}$ with foci $\pm i \gamma$ and semi-axes

$$
\begin{equation*}
\alpha:=\frac{\gamma}{2}\left(\frac{1}{\delta}+\delta\right), \quad \beta:=\frac{\gamma}{2}\left(\frac{1}{\delta}-\delta\right), \tag{5.9}
\end{equation*}
$$

where $\gamma, \delta, \sigma$, and $\omega$ are related by

$$
\begin{align*}
& \gamma=\frac{2}{\omega} \sqrt{1-\omega}, \quad \text { i.e. } \quad \omega=\frac{2}{1+\sqrt{1+\gamma^{2}}},  \tag{5.10}\\
& \delta=\sqrt{\frac{1-\omega}{\sigma}}(\leqq 1), \quad \text { i.e. } \quad \sigma=\frac{1-\omega}{\delta^{2}} .
\end{align*}
$$

(In particular, $\alpha=\beta=\sqrt{\sigma}$ if $\omega=1$, while for $\delta=1$ the ellipse reduces to the segment with endpoints -i $\gamma$ and $i \gamma$.)
(ii) Under assumption (SD), we may choose $\gamma=\varepsilon$ and $\delta=1$ in (i): If

$$
\omega=\omega_{S}^{*}(\varepsilon):=\frac{2}{1+\sqrt{1+\varepsilon^{2}}},
$$

iteration (5.4) converges locally and, if $\varepsilon>0$, linearly to $\mathbf{y}^{*}$; the asymptotic convergence factor is

$$
\sigma_{S}^{*}(\varepsilon):=1-\omega_{S}^{*}(\varepsilon)=\frac{\varepsilon^{2}}{\left(1+\sqrt{1+\varepsilon^{2}}\right)^{2}}<1
$$

For $\varepsilon \rightarrow \infty$,

$$
\sigma_{S}^{*}(\varepsilon)=1-\frac{2}{\varepsilon}+O\left(\varepsilon^{-2}\right), \quad \omega_{S}^{*}(\varepsilon)=\frac{2}{\varepsilon}+O\left(\varepsilon^{-2}\right) .
$$

Proof of part (ii). If we let

$$
\mathscr{S}^{\prime}:=\left\{\mathbf{y} \in \mathscr{S}: y_{2 k}=0, k=0, \ldots, N-1\right\}, \quad \mathscr{S}^{\prime \prime}:=\left(\mathscr{S}^{\prime}\right)^{\perp} \subset \mathscr{S},
$$

then $\operatorname{dim} \mathscr{S}^{\prime}=[M / 2], \operatorname{dim} \mathscr{S}^{\prime \prime}=[(M-1) / 2]$, and

$$
\mathbf{J}: \mathscr{P}^{\prime} \rightarrow \mathscr{S}^{\prime \prime}, \quad \mathbf{J}: \mathscr{S}^{\prime \prime} \rightarrow \mathscr{S}^{\prime}
$$



Fig. 2. The mapping of eigenvalues by the $\operatorname{SOR}$ method $\left[\gamma=\varepsilon=\sqrt{3}, \omega=\omega_{S}^{*}(\varepsilon)\right]$

The same holds for $\boldsymbol{\Phi}_{\omega}^{S}$ [defined by (5.4a) and (5.4b')] and for $\mathbf{J}_{\omega}^{S}$. If we use in $\mathscr{S}$ an orthogonal basis the first $[(M-1) / 2]$ vectors of which are a basis of $\mathscr{S}^{\prime \prime}$, then the matrix corresponding to the restriction of the operator $\mathbf{J}$ to $\mathscr{S}$ is weakly cyclic of index 2 and consistently ordered. This fact is automatically capitalized upon if we use iteration (5.4) with a starting vector $\mathbf{y}_{0} \in \mathscr{S}$ (implying $\mathbf{y}_{m} \in \mathscr{S}$, $\forall m>0$ ); actually, if thought of as an iteration in $\mathscr{P}$, (5.4) just yields some additional redundant components of $\mathbf{y}_{m+1}$. But, as proposed by Lemma 3.5, the local convergence only depends on the eigenvalues of the restriction of $\mathbf{J}$ to $\mathscr{S}$, which are purely imaginary according to Theorem 3.4. Part (ii) then results from the linear theory [19, Theorem 6.3].

Using Niethammer's results [18, 19] Gekeler [6] has stated some facts related to our Theorem 5.1; however, part (ii) is an essential improvement of his result for doubly symmetric regions. On the basis of our Theorem 3.4, which was already presented in a previous version of this paper, Hübner [14] has independently proved part (ii) as well.

The underrelaxation factor $\omega$ used in Theorem 5.1 is optimal for every $\delta \in(0,1]$ with respect to the ellipse $E_{\gamma, \delta}$ [19, Theorem 6.3]. Iteration (5.4) would converge locally whenever the relaxation factor were chosen in the interval $(0,2 /(1+\alpha))[25$, Corollary 3.1].

For $\sigma \rightarrow 1$ the parameters in (5.9) and (5.10) become

$$
\gamma=\frac{2}{\omega} \sqrt{1-\omega}, \quad \delta=\sqrt{1-\omega}, \quad \alpha=\frac{2-\omega}{\omega}, \quad \beta=1
$$

Using a compactness argument, we get in analogy to Corollary 4.2:
Corollary 5.2. (i) If $\omega \in(0,1]$, if assumption (D) holds, and if the spectrum of $\mathbf{J}$ lies inside the ellipse with foci $\pm 2 i(1-\omega)^{1 / 2} / \omega$ and semi-axes $\alpha=(2-\omega) / \omega$ and $\beta=1$, the iteration (5.4) converges locally to $\mathbf{y}^{*}$.
(ii) If assumption (D) holds and the spectrum of $\mathbf{J}$ is contained in the strip $\{\mu:|\operatorname{Re} \mu|<1\}$, then there exists $\omega \in(0,1]$ such that $(4.1)$ converges locally to $\mathbf{y}^{*}$.

If $\boldsymbol{\Sigma} \neq \mathbf{I}$ one might consider the nonlinear SOR iteration

$$
\begin{align*}
& \mathbf{y}_{m+1}^{(1)}:=\omega \mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}_{m}^{(2)}\right)+(1-\omega) \mathbf{y}_{m}^{(1)},  \tag{5.11}\\
& \mathbf{y}_{m+1}^{(2)}:=\omega \mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}_{m+1}^{(1)}\right)+(1-\omega) \mathbf{y}_{m}^{(2)}, \quad m=0,1, \ldots,
\end{align*}
$$

where $\mathbf{y}_{0}^{(1)}$ and $\mathbf{y}_{0}^{(2)}$ are given (cf. [7] for the linear case). Every solution $y$ of (2.3) defines a fixed point $\mathbf{y}^{(1)}:=y^{(2)}:=y$ of (5.11). But the converse need not be true since the coupled system

$$
\begin{align*}
& \mathbf{y}^{(1)}=\mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}^{(2)}\right) \\
& \mathbf{y}^{(2)}=\mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}^{(1)}\right) \tag{5.12}
\end{align*}
$$

might have additional solutions. The $F$-derivative of the right side of $(5.12)$ is

$$
\tilde{\mathbf{J}}=\left(\begin{array}{cc}
\mathbf{0} & \mathbf{K}_{\Sigma} \mathbf{D}  \tag{5.13}\\
\mathbf{K}_{\Sigma} \mathbf{D} & \mathbf{0}
\end{array}\right)=\left(\begin{array}{ll}
\mathbf{0} & \mathbf{J} \\
\mathbf{J} & \mathbf{0}
\end{array}\right) .
$$

By Lemma 3.3 and a standard argument based on forming $\tilde{\mathbf{J}}^{2}$ [27, §17.4] it is easy to conclude that $\tilde{\mathbf{J}}$ has the same eigenvalues as $\mathbf{J}$ but with double geometric multiplicity. Hence, the $F$-derivative $\tilde{\mathbf{J}}_{\omega}^{S}$ of the iteration function corresponding to (5.11), which in analogy to (5.5) is

$$
\tilde{\mathbf{J}}_{\omega}^{s}=\left(\begin{array}{cc}
(1-\omega) \mathbf{I} & \omega \mathbf{J}  \tag{5.14}\\
\omega(1-\omega) \mathbf{J} & (1-\omega) \mathbf{I}+\omega^{2} \mathbf{J}^{2}
\end{array}\right)
$$

has the same eigenvalues as $\mathbf{J}_{\omega}^{S}$ but with double multiplicity. We conclude
Theorem 5.3. For iteration (5.11), which does not require $\boldsymbol{\Sigma}=\mathbf{I}$, Theorem 5.1 and Corollary 5.2 still hold.

However, each step of iteration (5.11) costs approximately twice as much as a step of iteration (5.4). This is the price we have to pay for working with the generalized discrete Theodorsen equation (2.3), where $\boldsymbol{\Sigma} \neq \mathbf{I}$, and $\mathbf{I}-\mathbf{J}$ has lost property A.

The global convergence of the iterations (5.4) and (5.11) will be established in Sect. 7 under the assumption $\varepsilon<1$.

## 6. Nonlinear Second Order Euler Methods

Generalized Euler methods for linear systems have been proposed by Kublanovskaya (see [3], pp. 532-548) and Niethammer [19]. In the case of systems with 2-cyclic matrices Niethammer has also investigated the relationship with the

SOR method. Here we modify some of these second order methods to apply them to the nonlinear equations (2.2) and (2.3) It turns out that the method most appropriate to (2.3) is equivalent to the SOR iteration (5.11). Moreover, the corresponding method for linear Hermitian systems would be identical with a particular optimal second order Richardson iteration [7].

For the moment, let us assume $\boldsymbol{\Sigma}=\mathbf{I}$ again. The coupled nonlinear system (5.3) is equivalent to the uncoupled system

$$
\begin{gather*}
\mathbf{y}^{\prime \prime}=-\mathbf{L}^{T} \log \rho\left(\mathbf{t}^{\prime}+\mathbf{L} \log \rho\left(\mathbf{t}^{\prime \prime}+\mathbf{y}^{\prime \prime}\right)\right)  \tag{6.1a}\\
\mathbf{y}^{\prime}=\mathbf{L} \log \rho\left(\mathbf{t}^{\prime \prime}-\mathbf{L}^{T} \log \rho\left(\mathbf{t}^{\prime}+\mathbf{y}^{\prime}\right)\right) \tag{6.1b}
\end{gather*}
$$

Similarly, the linear system (5.6) may be written as an uncoupled system. As shown in Sect. 6 of [19], solving the first part of it with a particular second order Euler method yields the same iterates $\mathbf{y}_{k}^{\prime \prime}$ as the SOR method (5.7) with special starting values $\mathbf{y}_{0}^{\prime \prime}, \mathbf{y}_{0}^{\prime}$.

In analogy, the nonlinear second order Euler iteration appropriate for (6.1a) has the form

$$
\begin{align*}
\mathbf{y}_{m+1}^{\prime \prime}:= & -\omega^{2} \mathbf{L}^{T} \log \rho\left(\mathbf{t}^{\prime}+\mathbf{L} \log \rho\left(\mathbf{t}^{\prime \prime}+\mathbf{y}_{m}^{\prime \prime}\right)\right) \\
& +2(1-\omega) \mathbf{y}_{m}^{\prime \prime}-(1-\omega)^{2} \mathbf{y}_{m-1}^{\prime \prime}, \quad m=0,1, \ldots, \tag{6.2}
\end{align*}
$$

where $\omega \in(0,1)$. Every fixed point $y^{\prime \prime}$ of this iteration is a solution of (6.1a). Moreover, if we then define $\mathbf{y}^{\prime}$ by (5.3b), both equations (5.3) are satisfied. We start with given $\mathbf{y}_{-1}^{\prime \prime}=\mathbf{y}_{0}^{\prime \prime}$ possibly using a different $\omega=\omega_{0} \in[0,1]$ for $m=0$. In any case, $\mathbf{y}_{m}^{\prime \prime}=\mathbf{y}_{0}^{\prime \prime}, \forall m \geqq 0$, if $\mathbf{y}_{0}^{\prime \prime}$ happens to be a fixed point already.

Now, note that $y_{m+1}^{\prime \prime}$ in (6.2) just contains the even indexed components of

$$
\begin{align*}
\mathbf{y}_{m+1}:= & \omega^{2} \mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}_{\boldsymbol{m}}\right)\right) \\
& +2(1-\omega) \mathbf{y}_{\boldsymbol{m}}-(1-\omega)^{2} \mathbf{y}_{m-1}, \quad m=0,1, \ldots, \tag{6.3}
\end{align*}
$$

if this iteration is started with $\mathbf{y}_{-1}=\mathbf{y}_{0}$ and the same $\omega_{0}$. Of course, this method is also well defined if $\Sigma \neq \mathbf{I}$. It relates to the system (5.12) and the SOR method (5.11) as iteration (6.2) relates to (5.3) and the SOR method (5.4). Again, it is twice as expensive as (6.2), and it might have fixed points that are not solutions of the given problem.

However, both iterations (6.2) and (6.3) have a serious disadvantage: while in the linear case the SOR iteration (5.7) (with special choice of $\mathbf{y}_{0}^{\prime}, \mathbf{y}_{0}^{\prime \prime}$ ) is equivalent to an Euler method, this is not true in the nonlinear case. As we know from Jacobi's method, even if $\mathbf{y}_{m}$ is not far from $\mathbf{y}^{*}$, the vector $\mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}_{m}\right)$ may be relatively far away (if $\varepsilon \gg 1$ ) since it is not modified by underrelaxation; therefore, in (6.2) and (6.3) $\rho$ is sometimes evaluated at unfavorable points. Hence, although these iterations feature the same excellent asymptotic rate of convergence as the SOR methods (5.4) and (5.11), they are less recommended.

Fortunately, there is another nonlinear second order Euler iteration that is adapted to (2.3) directly. Its linear version is based on Niethammer's Theorem 5.1 in [19] (cf. [3], p. 542, and [15], too), which we state in slightly generalized form. (Also, the original formulas in [19] contain two misprints.)

Theorem 6.1. Suppose all eigenvalues of the matrix $\mathbf{B}$ lie in a closed domain $L$ bounded by the ellipse with foci $a, b \in \mathbb{C}$ and semiaxes of length

$$
\alpha=\frac{\gamma}{2}\left(\frac{1}{\delta}+\delta\right), \quad \beta=\frac{\gamma}{2}\left(\frac{1}{\delta}-\delta\right)
$$

where $\gamma=\frac{1}{2}|a-b|, \delta \in(0,1]$. Assume that $1 \notin L$, and that $\zeta$ is the solution of

$$
(b-a) \zeta^{2}+2(b+a-2) \zeta+(b-a)=0
$$

that lies in the unit disk. Then, the following second order Euler method for the linear system $\mathbf{x}-\mathbf{B} \mathbf{x}=\mathbf{c}$ is optimal with respect to $L$ :

$$
\begin{align*}
\mathbf{x}_{-1} & :=\mathbf{x}_{0}:=\mathbf{c} \\
\mathbf{x}_{m+1} & :=\omega \hat{\omega}\left(\mathbf{B} \mathbf{x}_{m}+\mathbf{c}\right)+\omega(1-\hat{\omega}) \mathbf{x}_{m}+(1-\omega) \mathbf{x}_{m-1}, \quad m=0,1, \ldots, \tag{6.4}
\end{align*}
$$

where

$$
\omega:=1+\zeta^{2}, \quad \hat{\omega}:=\frac{2}{2-a-b}
$$

Its asymptotic convergence factor is not worse than $|\zeta| / \delta$.
In our application the foci are at $\pm i \gamma$, and hence

$$
\zeta=\frac{-i \gamma}{1+\sqrt{1+\gamma^{2}}}, \quad \omega=\frac{2}{1+\sqrt{1+\gamma^{2}}}, \quad \hat{\omega}=1
$$

We have to replace $\mathbf{x}_{m}$ by $\mathbf{y}_{m}$ and $\mathbf{B} \mathbf{x}_{m}+\mathbf{c}$ by $\mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}_{m}\right)$. Then (6.4) becomes

$$
\begin{equation*}
\mathbf{y}_{m+1}:=\omega \mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}_{\boldsymbol{m}}\right)+(1-\omega) \mathbf{y}_{m-1}, \quad m=0,1, \ldots \tag{6.5}
\end{equation*}
$$

Again, we let $\mathbf{y}_{-1}:=\mathbf{y}_{0}$ and may use a special $\omega=\omega_{0} \in[0,1]$ for $m=0$.
One might also call (6.5) a nonlinear second order Richardson iteration since in the linear Hermitian case the second order Euler method reduces to a particular Richardson iteration [7]. Young [26] calls it second-degree Jacobi method. Surprisingly, (6.5) is nearly identical with the JOR iteration (4.1), where the last term contains $\mathbf{y}_{m}$ instead of $\mathbf{y}_{m-1}$. However, the iterates $\mathbf{y}_{m}$ of (6.5) actually are identical with those constructed by the SOR method (5.11):

$$
\mathbf{y}_{2 m}=\mathbf{y}_{m}^{(1)}, \quad \mathbf{y}_{2 m+1}=\mathbf{y}_{m}^{(2)}, \quad \forall m \geqq 0,
$$

if the starting values are chosen appropriately. The optimal relaxation factor $\omega$ is the same, too. [Note that in general, if $\mathbf{J}$ were an arbitrary real or complex matrix, e.g., $\mathbf{J}=$ (i) or $\mathbf{J}=(0.5)$, the matrix (5.13) would not have the same eigenvalues as $\mathbf{J}$, and the optimal second order Euler method would be different from the SOR iteration (5.11). It is essential that Lemma 3.3 holds for our J.]
(6.5) is a nonlinear system of second order difference equations. As usual there is an equivalent first order system of double size. The corresponding
iteration function $\boldsymbol{\Phi}_{\omega}^{E}$ and its $F$-derivative

$$
\mathbf{J}_{\omega}^{E}=\left(\begin{array}{cc}
\mathbf{0} & \mathbf{I}  \tag{6.6}\\
(1-\omega) \mathbf{I} & \omega \mathbf{J}
\end{array}\right)
$$

are easily written down. Note that $\left(\mathbf{J}_{\omega}^{E}\right)^{2}=\breve{\mathbf{J}}_{\omega}^{S}$. Thus, both the equivalence with the SOR method (5.11) and the linear theory (Theorem 6.1) lead to

Theorem 6.2. Theorem 5.1 and Corollary 5.2 hold for the nonlinear second order Euler iteration (6.5) as well, except that the asymptotic convergence factor is not worse than $\sigma^{\prime}=\sigma^{1 / 2}$ in part (i) and equal to

$$
\sigma_{E}^{*}(\varepsilon):=\left[\sigma_{S}^{*}(\varepsilon)\right]^{1 / 2}=\frac{\varepsilon}{1+\sqrt{1+\varepsilon^{2}}}<1
$$

in part (ii), respectively. In particular,

$$
\sigma_{E}^{*}(\varepsilon)=1-\frac{1}{\varepsilon}+O\left(\varepsilon^{-2}\right) \quad \text { as } \quad \varepsilon \rightarrow \infty
$$

Although the SOR methods (5.4) and (5.11) converge twice as fast, we must be aware that the second one is exactly as efficient as (6.5) since each step of (5.11) consists of two steps of (6.5). However, iteration (5.4), which takes advantage of the cyclic structure in the case $\Sigma=\mathbf{I}$, is roughly twice as efficient.

But if $\Sigma=\mathbf{I}$, iteration (6.5) can also be simplified by a standard trick due to Riley [23]. At first, by permuting the equations we get

$$
\begin{align*}
& \mathbf{y}_{m+1}^{\prime \prime}:=-\omega \mathbf{L}^{T} \log \rho\left(\mathbf{t}^{\prime}+\mathbf{y}_{m}^{\prime}\right)+(1-\omega) \mathbf{y}_{m-1}^{\prime \prime}  \tag{6.7a}\\
& \mathbf{y}_{m+1}^{\prime}:=\omega \mathbf{L} \log \rho\left(\mathbf{t}^{\prime \prime}+\mathbf{y}_{m}^{\prime \prime}\right)+(1-\omega) \mathbf{y}_{m-1}^{\prime} \tag{6.7b}
\end{align*}
$$

It is now possible to compute the subsequences $\left\{\mathbf{y}_{2 m-1}^{\prime \prime}\right\}$ and $\left\{\mathbf{y}_{2 m}^{\prime}\right\}$ by using (6.7a) for even $m$ and (6.7b) for odd $m$ only. Consequently, the iterates

$$
\begin{equation*}
\hat{\mathbf{y}}_{\boldsymbol{m}}^{\prime \prime}:=\mathbf{y}_{2 m-1}^{\prime \prime}, \quad \hat{\mathbf{y}}_{m}^{\prime}:=\mathbf{y}_{2 m}^{\prime}, \quad m=0,1, \ldots \tag{6.8}
\end{equation*}
$$

are obtained with half the effort. However, this method is easily seen to be identical with the SOR method (5.4).

For a global convergence theorem, see Sect. 7.

## 7. Nonlinear Chebyshev Iteration

The generalized Euler methods discussed in the last section are but one type of semi-iterative methods. Another type, used very often for Hermitian systems of linear equations, is the Chebyshev iteration, which was developed mainly by Golub and Varga [7, 8, 24]. Its generalization to nonsymmetric systems has been investigated by Manteuffel [17]. Unfortunately, in general the method does not feature the optimal average rate of convergence as in the Hermitian case,
where two facts are exploited: first, the spectral norm is equal to the spectral radius, and, second, the Chebyshev polynomials, translated to a real interval containing the eigenvalues, are the unique solution of a related optimization problem. Moreover, the optimality mentioned refers to linear systems, while we are considering a nonlinear iteration in this section.

The appropriate nonlinear Chebyshev iteration for the solution of the modified discrete Theodorsen equation (2.3) with $\Sigma \neq \mathbf{I}$ is

$$
\begin{equation*}
\mathbf{y}_{m+1}:=\omega_{m+1} \mathbf{K}_{\Sigma} \log \rho\left(\mathbf{t}+\mathbf{y}_{m}\right)+\left(1-\omega_{m+1}\right) \mathbf{y}_{m-1}, \quad m=0,1,2, \ldots \tag{7.1a}
\end{equation*}
$$

where $\mathbf{y}_{0}$ has to be given, and where for any $\omega \in(0,1]$

$$
\begin{align*}
\omega_{1}: & =1 \\
\omega_{m+1} & :=\frac{2}{i \gamma} \frac{T_{m}\left(\frac{1}{i \gamma}\right)}{T_{m+1}\left(\frac{1}{i \gamma}\right)}=\omega \frac{1+(-1)^{m}(1-\omega)^{m}}{1-(-1)^{m}(1-\omega)^{m+1}}, \quad m=1,2, \ldots,  \tag{7.1b}\\
\gamma & :=\frac{2}{\omega} \sqrt{1-\omega}, \quad \text { i.e. } \omega=\frac{2}{1+\sqrt{1+\gamma^{2}}}
\end{align*}
$$

Here $T_{m}$ denotes the Chebyshev polynomial of degree $m$ :

$$
T_{m}(z):=\cosh \left(m \cosh ^{-1}(z)\right), \quad z \in \mathbb{C}
$$

(Any branch of $\cosh ^{-1}$ may be used in this definition.) The equality in (7.1b) is easily verified; if Log denotes the principal branch of the logarithm, we get:

$$
\begin{align*}
& T_{m}\left(\frac{1}{i \gamma}\right)=\cosh \left\{m \log \left[\frac{1}{i \gamma}\left(1+\sqrt{1+\gamma^{2}}\right)\right]\right\} \\
& \quad=\cosh \left\{-m \log \frac{\omega \gamma}{2}-i m \frac{\pi}{2}\right\} \\
& \quad=\frac{1}{2}(-i)^{m}(1-\omega)^{m / 2}\left\{1+(-1)^{m}(1-\omega)^{m}\right\} \tag{7.2}
\end{align*}
$$

and the asserted equality follows.
Note that $\omega$ and $\gamma$ are related as in Euler's method and the SOR iteration, cf. (5.10), and that

$$
\begin{equation*}
\sqrt{1-\omega}=\frac{\gamma}{1+\sqrt{1+\gamma^{2}}}=\sigma_{E}^{*}(\gamma)<1 \tag{7.3}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\omega_{m+1} \rightarrow \omega \quad \text { as } \quad m \rightarrow \infty \tag{7.4}
\end{equation*}
$$

which means that the nonlinear Chebyshev method (7.1) approaches asymptotically the nonlinear Euler method (6.5). (For linear Hermitian systems, this fact is well known [7, 19].)

Since iteration (7.1) is non-stationary, we cannot apply Ostrowski's theorem to establish convergence. However, since $\mathbf{y}^{*}$ is a fixed point of $\boldsymbol{\Phi}$ [defined by (3.1)], (7.1a) is equivalent to

$$
\begin{align*}
& \mathbf{x}_{m+1}-\mathbf{y}^{*}=\mathbf{y}_{m}-\mathbf{y}^{*}, \\
& \mathbf{y}_{m+1}-\mathbf{y}^{*}=\omega_{m+1}\left[\boldsymbol{\Phi}\left(\mathbf{y}_{m}\right)-\boldsymbol{\Phi}\left(\mathbf{y}^{*}\right)\right]+\left(1-\omega_{m+1}\right)\left(\mathbf{x}_{m}-\mathbf{y}^{*}\right) . \tag{7.5}
\end{align*}
$$

The second equation may be written in the form

$$
\begin{aligned}
\mathbf{y}_{m+1}-\mathbf{y}^{*}= & \omega \mathbf{J}\left(\mathbf{y}_{m}-\mathbf{y}^{*}\right)+(1-\omega)\left(\mathbf{x}_{m}-\mathbf{y}^{*}\right) \\
& +\left(\omega_{m+1}-\omega\right)\left[\mathbf{J}\left(\mathbf{y}_{m}-\mathbf{y}^{*}\right)-\mathbf{x}_{m}+\mathbf{y}^{*}\right] \\
& +\omega_{m+1}\left[\boldsymbol{\Phi}\left(\mathbf{y}_{m}\right)-\boldsymbol{\Phi}\left(\mathbf{y}^{*}\right)-\mathbf{J}\left(\mathbf{y}_{m}-\mathbf{y}^{*}\right)\right] .
\end{aligned}
$$

Here the last bracket is $o\left(\left\|\mathbf{y}_{m}-\mathbf{y}^{*}\right\|\right)$ as $\mathbf{y}_{m} \rightarrow \mathbf{y}^{*}$. Hence,

$$
\binom{\mathbf{x}_{m+1}-\mathbf{y}^{*}}{\mathbf{y}_{m+1}-\mathbf{y}^{*}}=\mathbf{J}_{\omega}^{E}\binom{\mathbf{x}_{m}-\mathbf{y}^{*}}{\mathbf{y}_{m}-\mathbf{y}^{*}}+\Xi\left(m, x_{m}, y_{m}\right),
$$

where $\mathbf{J}_{\omega}^{E}$ defined by (6.6) is regular if $\omega \in(0,1)$,

$$
\left\|\boldsymbol{\Xi}\left(m, \mathbf{x}_{m}, \mathbf{y}_{m}\right)\right\| \leqq \operatorname{const}\left(\left\|\mathbf{x}_{m}-\mathbf{y}^{*}\right\|+\left\|\mathbf{y}_{m}-\mathbf{y}^{*}\right\|\right)
$$

for every $m$ and every $\mathbf{x}_{m}, \mathbf{y}_{m}$ in a neighborhood of $\mathbf{y}^{*}$, and, cf. (7.4),

$$
\frac{\| \boldsymbol{\Xi}\left(m, \mathbf{x}_{m}, \mathbf{y}_{m} \|\right.}{\left\|\mathbf{x}_{m}-\mathbf{y}^{*}\right\|+\left\|\mathbf{y}_{m}-\mathbf{y}^{*}\right\|} \rightarrow 0 \quad \text { as } \quad m \rightarrow \infty, \mathbf{x}_{m} \rightarrow \mathbf{y}^{*}, \mathbf{y}_{m} \rightarrow \mathbf{y}^{*} .
$$

Thus, Perron's [22] conditions $A$ and $B$ are fulfilled and his Theorems 5 and 11 can be applied: If $\Lambda\left(\mathbf{J}_{\omega}^{E}\right)<1$, if $\mathbf{x}_{0}$ and $\mathbf{y}_{0}$ are sufficiently close to $\mathbf{y}^{*}$, and if $\mathbf{y}_{m} \neq \mathbf{y}^{*}$ for all $m$, then $\mathbf{x}_{m} \rightarrow \mathbf{y}^{*}, \mathbf{y}_{m} \rightarrow \mathbf{y}^{*}$ linearly (as $m \rightarrow \infty$ ), and the asymptotic convergence factor only depends on the dominant eigenvalues of the matrix $\mathbf{J}_{\omega}^{E}$, which originally has been defined as $F$-derivative of the Euler iteration (6.5). We conclude
Theorem 7.1. Theorem 6.2 holds for the nonlinear Chebyshev iteration (7.1) also.
On the other hand, if $\boldsymbol{\Sigma}=\mathbf{I}$, then the discrete Theodorsen equation (2.2) is equivalent to the system (5.3), for which an appropriate nonlinear cyclic Chebyshev iteration exists:

$$
\begin{array}{r}
\mathbf{y}_{m+1}^{\prime \prime}:=-\omega_{2 m+1} \mathbf{L}^{T} \log \rho\left(\mathbf{t}^{\prime}+\mathbf{y}_{m}^{\prime}\right)+\left(1-\omega_{2 m+1}\right) \mathbf{y}_{m}^{\prime \prime},  \tag{7.6}\\
\mathbf{y}_{m+1}^{\prime}:=\omega_{2 m+2} \mathbf{L} \log \rho\left(\mathbf{t}^{\prime \prime}+\mathbf{y}_{m+1}^{\prime \prime}\right)+\left(1-\omega_{2 m+2}\right) \mathbf{y}_{m}^{\prime}, \\
m=0,1,2, \ldots
\end{array}
$$

Here, the factors $\omega_{m}$ are again defined by (7.1b), and only $\mathbf{y}_{0}^{\prime}$ has to be given. In view of (7.4) this method, which is a particular nonlinear modified SOR (i.e., MSOR) iteration, approaches the nonlinear SOR method as $m \rightarrow \infty$. Applying Perron's theory again, we get

Theorem 7.2. Theorem 5.1 and Corollary 5.2 hold for the nonlinear cyclic Chebyshev iteration (7.6) as well.

Theorems 7.1 and 7.2 would hold as well if $\left\{\omega_{m}\right\}$ were any real sequence converging to $\omega$.

Finally, supposing $\varepsilon<1$ we are going to establish the gloval convergence. As we have seen, the nonlinear Chebyshev iteration (7.1a) satisfies Eqs. (7.5), which also describe the nonlinear Euler iteration (6.5) if we set $\omega_{m}:=\omega, \forall m>0$. In view of (3.3), with any $\kappa>0$,

$$
\delta_{m}^{\prime \prime}:=\kappa\left\|\mathbf{x}_{m}-\mathbf{y}^{*}\right\|, \quad \delta_{m}^{\prime}:=\left\|\mathbf{y}_{m}-\mathbf{y}^{*}\right\|
$$

fulfill the inequalities

$$
\begin{align*}
& 0 \leqq \delta_{m+1}^{\prime \prime}=\kappa \delta_{m}^{\prime} \\
& 0 \leqq \delta_{m+1}^{\prime} \leqq \omega_{m+1} \varepsilon \delta_{m}^{\prime}+\left(1-\omega_{m+1}\right) \kappa^{-1} \delta_{m}^{\prime \prime} \tag{7.7}
\end{align*}
$$

The right side can be written in the form

$$
\mathbf{H}\left(\omega_{m+1}\right)\binom{\delta_{m}^{\prime \prime}}{\delta_{m}^{\prime}}, \quad \text { where } \quad \mathbf{H}(\omega):=\left(\begin{array}{cc}
0 & \kappa \\
(\mathbf{1}-\omega) \kappa^{-1} & \omega \varepsilon
\end{array}\right)
$$

If we denote by $\delta_{m}:=\left[\left(\delta_{m}^{\prime \prime}\right)^{2}+\left(\delta_{m}^{\prime}\right)^{2}\right]^{1 / 2}$ the Euclidean norm of $\left(\delta_{m}^{\prime \prime}, \delta_{m}^{\prime}\right)^{T}$ and use the (compatible) spectral norm of $\mathbf{H}\left(\omega_{m+1}\right)$, it follows from (7.7) that

$$
\begin{equation*}
0 \leqq \delta_{m+1} \leqq\left\|\mathbf{H}\left(\omega_{m+1}\right)\right\| \delta_{m}, \quad \forall m \geqq 0 \tag{7.8}
\end{equation*}
$$

Now, suppose $\omega \in(0,1), \omega_{m} \rightarrow \omega$ (or $\left.\omega_{m}=\omega, \forall m>0\right), \kappa:=(1-\omega)^{1 / 2}$, and $\Lambda_{0}:=(2$ $+\varepsilon \omega-\omega) / 2$. Then, the eigenvalues $\lambda$ of $\mathbf{H}(\omega)$ satisfy

$$
|\lambda|=\frac{1}{2}\left|\varepsilon \omega \pm\left(\varepsilon^{2} \omega^{2}-4 \omega+4\right)^{1 / 2}\right|<\Lambda_{0}<1 .
$$

Since $\mathbf{H}(\omega)$ is symmetric, $\|\mathbf{H}(\omega)\|=\Lambda(\mathbf{H}(\omega))<\Lambda_{0}$. Consequently, $\left\|\mathbf{H}\left(\omega_{m+1}\right)\right\|<\Lambda_{0}$ for, say, $m \geqq m_{0}$, and, by (7.8), $\delta_{m} \rightarrow 0$ as $m \rightarrow \infty$.

In view of the fact that the SOR method (5.4) yields exactly part of the components of the Euler iterates (6.5) [cf. (6.8)], and since the same relation holds between the nonlinear MSOR iteration (7.6) and the iteration (7.1a), we conclude

Theorem 7.3. Assume $\varepsilon<1, \omega \in(0,1)$ arbitrarily, and $\left\{\omega_{m}\right\}$ is any real sequence converging to $\omega$. Then the nonlinear second order iteration (7.1a), the nonlinear Euler iteration (6.5), the equivalent nonlinear SOR method (5.11), as well as the nonlinear MSOR method (7.6), and the nonlinear SOR method (5.4) (the last two requiring $\Sigma=\mathbf{I}$ ) converge globally to the unique solution $\mathbf{y}^{*}$ of (2.3), to $\left(\mathbf{y}^{* T}, \mathbf{y}^{* T}\right)^{T}$, or to $\mathbf{P y}^{*}$, respectively.

Consequently, the system (5.12) also has the unique solution $\mathbf{y}^{(1)}=\mathbf{y}^{(2)}=\mathbf{y}^{*}$ if $\varepsilon<1$.

If $\omega=1$, the Euler iteration reduces to the Jacobi iteration (3.1), and the SOR iteration reduces to the Gauss-Seidel method, both of which are known to converge globally, cf. Theorem 3.1 and [18], respectively.

## Appendix 1. Proof of Lemma 3.2

The proof is mainly based on the well-known minimax theorem for the eigenvalues of a symmetric matrix [2, Chap. 1, §4] and on the fact that the restriction of $-\mathbf{K}^{2}$ to a distinct $2 N-2$ dimensional subspace is the identity.

We let $t_{k}:=k \pi / N, k=0, \ldots, 2 N-1$, and

$$
\begin{aligned}
\mathscr{P}_{N^{2}} & =\left\{\mathbf{x} \in \mathbb{R}^{2 N}: x_{k}=\sum_{m=1}^{N-1}\left(a_{m} \cos m t_{k}+b_{m} \sin m t_{k}\right),\right. \\
k & \left.=0, \ldots, 2 N-1 ; a_{m} \in \mathbb{R}, b_{m} \in \mathbb{R}, m=1, \ldots, N-1\right\}
\end{aligned}
$$

From the relation sketched in Sect. 2 (cf. [10] for details) between $\mathbf{K}$ and the discrete Fourier transform it follows that $\mathbb{R}^{2 N}=\mathscr{P}_{N} \oplus \operatorname{ker} \mathbf{K}$ (the kernel of $\mathbf{K}$ ) and that $\mathbf{K}^{2} \mathbf{x}=-\mathbf{x}$ for every $\mathbf{x} \in \mathscr{P}_{N}$, i.e. the restriction of $-\mathbf{K}^{2}$ to $\mathscr{P}_{N}$ is the identity. The discrete Fourier transform also yields

$$
\mathscr{P}_{N}=\left\{\mathbf{x} \in \mathbb{R}^{2 N}: \sum_{k=0}^{2 N-1} x_{k}=\sum_{k=0}^{2 N-1}(-1)^{k} x_{k}=0\right\} .
$$

If we let

$$
\begin{aligned}
\mathscr{2}_{N} & =\left\{\mathbf{y} \in \mathbb{R}^{2 N}: \mathbf{D} \mathbf{y} \in \mathscr{P}_{N}\right\} \\
\mathbf{D} & =\operatorname{diag}\left(d_{0}, \ldots, d_{2 N-1}\right),
\end{aligned}
$$

then $\mathbf{K}^{T} \mathbf{K} \mathbf{D} \mathbf{y}=-\mathbf{K}^{\mathbf{2}} \mathbf{D} \mathbf{y}=\mathbf{D} \mathbf{y}$ for every $\mathbf{y} \in \mathscr{Q}_{N}$, and, on the other hand,

$$
\mathscr{Q}_{N}=\left\{\mathbf{y} \in \mathbb{R}^{2 N}: \sum_{k=0}^{2 N-1} d_{k} y_{k}=\sum_{k=0}^{2 N-1}(-1)^{k} d_{k} y_{k}=0\right\} .
$$

So, $\mathscr{Q}_{N}$ is a subspace of dimension at least $2 N-2$. Now,

$$
\begin{aligned}
\|\mathbf{K D}\| & =\max _{\substack{\mathbf{y} \in \mathbb{R}^{2 N} \\
\mathbf{\neq 0}}}\left[\frac{(\mathbf{K D} \mathbf{y}, \mathbf{K} \mathbf{D} \mathbf{y})}{(\mathbf{y}, \mathbf{y})}\right]^{1 / 2} \geqq \max _{\substack{\mathbf{y} \in Q_{N} \\
\mathbf{y} \neq \boldsymbol{0}}}\left[\frac{(\mathbf{K D} \mathbf{y}, \mathbf{K D} \mathbf{y})}{(\mathbf{y}, \mathbf{y})}\right]^{1 / 2} \\
& =\max _{\substack{\mathbf{y} \in \in_{N} \\
\mathbf{y} \neq 0}}\left[\frac{\left(\mathbf{y}, \mathbf{D}^{2} \mathbf{y}\right)}{(\mathbf{y}, \mathbf{y})}\right]^{1 / 2} .
\end{aligned}
$$

According to the minimax theorem cited, the last maximum is not smaller than the square root of the third largest eigenvalue of the diagonal matrix $\mathbf{D}^{2}$.

## Appendix 2. Proof of Theorem 3.4

Suppose that assumption (SD) holds, and let $\mathscr{R}_{0}:=\left\{\mathbf{y} \in \mathbb{R}^{2 N}: \mathbf{y}\right.$ satisfies (3.6b) $\}$. If $\mathbf{y} \in \mathscr{R}_{0}$, then $\mathbf{D} \mathbf{y} \in \mathscr{R}_{0}$ and $\log \rho(\mathbf{t}+\mathbf{y}) \in \mathscr{R}_{0}$. We might call these vectors 2 M periodic. If we denote the complex discrete Fourier transform in $\mathbb{C}^{2 N}$ and $\mathbb{C}^{2 M}$ by $\mathscr{F}$ and $\mathscr{F}_{0}$, respectively, then, cf. [10,12],

$$
\begin{align*}
& \hat{\mathbf{K}}:=\mathscr{F} \mathbf{K} \mathscr{F}^{-1}=\operatorname{diag}(0,-i, \ldots,-i, 0, i, \ldots, i) \\
& \hat{\Sigma}:=\mathscr{F} \Sigma \mathscr{F}^{-1}=\operatorname{diag}\left(\sigma_{0}, \ldots, \sigma_{N}, \sigma_{N-1}, \ldots, \sigma_{1}\right) \tag{1}
\end{align*}
$$

with real nonnegative weights $\sigma_{0}, \ldots, \sigma_{N}$. We let $\mathbf{K}_{0}$ be the $2 M \times 2 M$ Wittich matrix, and set

$$
\begin{aligned}
\boldsymbol{\Sigma}_{0} & :=\mathscr{F}_{0}^{-1} \operatorname{diag}\left(\sigma_{0}, \sigma_{v}, \sigma_{2 v}, \ldots, \sigma_{N}, \sigma_{N-v}, \ldots, \sigma_{v}\right) \mathscr{F}_{0} \\
\mathbf{D}_{0} & :=\operatorname{diag}\left(\frac{\rho^{\prime}}{\rho}\left(t_{k}+y_{k}^{*}\right)\right)_{k=0, \ldots, 2 M-1}
\end{aligned}
$$

It can be proved that $\Sigma_{0}$ is again a real symmetric circulant Toeplitz matrix. Now, if $\mathbf{y} \in \mathscr{R}_{0}$, those components of $\mathscr{F} \mathbf{D} \mathbf{y}$ (i.e. those Fourier coefficients), where the index is not a multiple of $v$, vanish. Thus, we see from

$$
\mathbf{u}:=\mathbf{J} \mathbf{y}=\mathbf{K} \boldsymbol{\Sigma} \mathbf{D} \mathbf{y}=\mathscr{F}-{ }^{-1} \hat{\mathbf{K}} \hat{\boldsymbol{\Sigma}} \mathscr{F} \mathbf{D} \mathbf{y}
$$

that $\mathbf{u} \in \mathscr{R}_{0}$ too, and

$$
\begin{equation*}
\left(u_{0}, \ldots, u_{2 M-1}\right)^{T}=\mathbf{K}_{0} \Sigma_{0} \mathbf{D}_{0}\left(y_{0}, \ldots, y_{2 M-1}\right)^{T} \tag{2}
\end{equation*}
$$

By the same argument, $\Phi(\mathbf{y}) \in \mathscr{R}_{0}$.
This means that $\mathscr{R}_{0}$ is an invariant subspace of $\mathbf{J}$ and that $\mathbf{J}_{0}:=K_{0} \Sigma_{0} \mathbf{D}_{0}$ is a matrix representation (with respect to a particular basis) of the restriction $\left.\mathbf{J}\right|_{\mathscr{R}_{0}}$ of $\mathbf{J}$ to $\mathscr{R}_{0}$. Since $\mathbf{J}_{0}$ is exactly the $F$-derivative of an iteration function $\boldsymbol{\Phi}_{0}$ belonging to another conformal mapping problem satisfying assumption (SD) with $v=1$ (and $N:=M$ ), we may assume $v=1$ for the rest of the proof.

We call an $\mathbf{y}$ satisfying (3.6a) an odd vector. If $\mathbf{y}$ is odd, then $\mathbf{x}:=\log \rho(\mathbf{t}+\mathbf{y})$ is called even since $x_{k}=x_{2 N-k}, k=1, \ldots, N$. This implies that $\mathscr{F} \mathbf{x} \in \mathbb{R}^{2 N}$, while the components of $\hat{\mathbf{K}} \hat{\boldsymbol{\Sigma}} \mathscr{F} \mathbf{x}$ are purely imaginary. Hence $\Phi(\mathbf{y})=\mathscr{F}^{-1} \hat{\mathbf{K}} \hat{\boldsymbol{\Sigma}} \mathscr{F} \mathbf{x}$ fulfills (3.6a) too. We conclude that $\Phi(\mathscr{P}) \subset \mathscr{S}$, and that $\mathscr{P}$ is an invariant subspace of $\mathbf{J}$, cf. Lemma 3.5. In fact, for $\mathbf{y} \in \mathscr{S}$ we get

$$
\boldsymbol{\Phi}(\mathbf{y})=\left(0, z_{1}, z_{2}, \ldots, z_{N-1}, 0,-z_{N-1} \ldots,-z_{1}\right)^{T}
$$

where

$$
\hat{\mathbf{z}}:=\left(z_{1}, \ldots, z_{N-1}\right)^{T}=\boldsymbol{\Phi}_{S}(\hat{\mathbf{y}}):=\mathbf{K}_{S} \mathbf{L}_{S}(\hat{\mathbf{y}})
$$

$\mathbf{K}_{S}$ being an $(N-1) \times(N+1)$-matrix and $\mathbf{L}_{S}: \mathbb{R}^{N-1} \rightarrow \mathbb{R}^{N+1}$ a nonlinear operator:

$$
\begin{gathered}
\left(\mathbf{K}_{S}\right)_{k j}:=\left\{\begin{array}{l}
\left(\mathbf{K}_{\Sigma}\right)_{k j}, \quad j=0, N ; k=1, \ldots, N-1 \\
\left(\mathbf{K}_{\Sigma}\right)_{k j}+\left(\mathbf{K}_{\Sigma}\right)_{k, 2 N-j}, \quad j, k=1, \ldots, N-1 ;
\end{array}\right. \\
\mathbf{L}_{S}(\hat{\mathbf{y}}):=\left(\log \rho(0), \log \rho\left(t_{1}+y_{1}\right), \ldots, \log \rho\left(t_{N-1}+y_{N-1}\right), \log \rho(\pi)\right)^{T} .
\end{gathered}
$$

The $F$-derivative of $\boldsymbol{\Phi}_{S}$ at $\hat{\mathbf{y}}^{*}$, which is a matrix representation of $\left.\mathbf{J}\right|_{\mathscr{S}}$, is

$$
\begin{equation*}
\mathbf{J}_{S}=\mathbf{K}_{T} \mathbf{D}_{T} \tag{3}
\end{equation*}
$$

where $\mathbf{K}_{T}$ and $\mathbf{D}_{T}$ are now square matrices of order $N-1$ defined by

$$
\begin{align*}
\left(\mathbf{K}_{T}\right)_{k j}: & =\left(\mathbf{K}_{\Sigma}\right)_{k j}+\left(\mathbf{K}_{\Sigma}\right)_{k, 2 N-j}, \quad j, k=1, \ldots, N-1,  \tag{4}\\
\mathbf{D}_{T} & :=\operatorname{diag}\left(\frac{\rho^{\prime}}{\rho}\left(t_{k}+y_{k}^{*}\right)\right)_{k=1, \ldots, N-1}
\end{align*}
$$

The basic tool for the proof of Theorem 3.4 is the following

Lemma 1. Assume that $\sigma_{k}>0, k=1, \ldots, N-1$, in (1), and define the square matrices $\mathbf{S}, \mathbf{D}_{\mathrm{sin}}, \tilde{\mathbf{D}}_{\Sigma}, \mathbf{D}_{\Sigma}, \tilde{\mathbf{H}}_{\Sigma}$, and $\mathbf{H}_{\Sigma}$, all of order $N-1$, by

$$
\begin{gathered}
(\mathbf{S})_{k j}:=\sin \left(j t_{k}\right)=\sin (j k \pi / N), \quad j, k=1, \ldots, N-1, \\
\mathbf{D}_{\sin }:=\operatorname{diag}\left(\sin t_{1}, \ldots, \sin t_{N-1}\right), \\
\tilde{\mathbf{D}}_{\Sigma}:=\operatorname{diag}\left(\sqrt{\sigma_{k} / \sigma_{1}}\right)_{k=1, \ldots, N-1}, \quad \mathbf{D}_{\Sigma}:=\mathbf{S} \tilde{\mathbf{D}}_{\Sigma} \mathbf{S}^{-1}, \\
\tilde{\mathbf{H}}_{\Sigma}:=\frac{1}{2}\left(\begin{array}{ccccc}
0 & \sigma_{1} & & 0 \\
-\sigma_{2} & 0 & \sigma_{2} & & \\
& \ddots & \ddots & \ddots & \\
0 & -\sigma_{N-2} & 0 & \sigma_{N-2} \\
0 & & -\sigma_{N-1} & 0
\end{array}\right), \quad \mathbf{H}_{\Sigma}:=\tilde{\mathbf{D}}_{\Sigma}^{-1} \tilde{\mathbf{H}}_{\Sigma} \tilde{\mathbf{D}}_{\Sigma} .
\end{gathered}
$$

Then

$$
\begin{equation*}
\mathbf{D}_{\Sigma}^{-1} \mathbf{K}_{T} \mathbf{D}_{\sin } \mathbf{D}_{\Sigma}=\mathbf{S} H_{\Sigma} \mathbf{S}^{-1}=\frac{2}{N} \mathbf{S H}_{\Sigma} \mathbf{S} \tag{5}
\end{equation*}
$$

and this matrix is skew-symmetric.
Proof. The matrix $\mathbf{S}$ is symmetric, and as is known from the finite sine transform [1], $S^{-1}=(2 / N) \mathbf{S}$. This justifies the equality sign at right in (5). It is easy to verify that

$$
\mathbf{H}_{\Sigma}=\left(\begin{array}{cccc}
0 & \sqrt{\sigma_{1} \sigma_{2}} & & 0 \\
-\sqrt{\sigma_{1} \sigma_{2}} & 0 & \sqrt{\sigma_{2} \sigma_{3}} & \\
& \ddots & \cdots & \\
0 & & -\sqrt{\sigma_{N-2} \sigma_{N-1}} & 0
\end{array}\right) .
$$

So, $\mathbf{H}_{\Sigma}$ and $\mathbf{S H}_{\Sigma} \mathbf{S}$ are skew-symmetric.
Due to (1), $\mathbf{K}_{\Sigma} \cos j \mathbf{t}=\mathscr{F}^{-1} \hat{\mathbf{K}} \hat{\mathbf{\Sigma}} \mathscr{F} \cos j \mathbf{t}=\sigma_{j} \sin j \mathbf{t}$,
$\mathbf{K}_{\Sigma}[\cos (j-1) \mathbf{t}-\cos (j+1) \mathbf{t}]=\sigma_{j-1} \sin (j-1) \mathbf{t}-\sigma_{j+1} \sin (j+1) \mathbf{t}, \quad j=1, \ldots, N-1$.
Here, the vector in brackets is even and both its first and its $N$-th component vanish. Hence, we get as well
$\mathbf{K}_{T}[\cos (j-1) \hat{\mathbf{t}}-\cos (j+1) \hat{\mathbf{t}}]=\sigma_{j-1} \sin (j-1) \hat{\mathbf{t}}-\sigma_{j+1} \sin (j+1) \hat{\mathbf{t}}, \quad j=1, \ldots, N-1$, where $\hat{\mathbf{t}}:=\left(t_{1}, \ldots, t_{N-1}\right)^{T}$. Finally, since

$$
\left(\mathbf{D}_{\mathrm{sin}} \mathbf{S}\right)_{k j}=\sin t_{k} \sin j t_{k}=\frac{1}{2}\left[\cos (j-1) t_{k}-\cos (j+1) t_{k}\right]
$$

(for $k, j=1, \ldots, N-1$ ), it follows that

$$
\begin{array}{r}
\left(\mathbf{K}_{T} \mathbf{D}_{\sin } \mathbf{S}\right)_{k j}=\frac{1}{2}\left[\sigma_{j-1} \sin (j-1) t_{k}-\sigma_{j+1} \sin (j+1) t_{k}\right]=\left(\mathbf{S} \tilde{\mathbf{H}}_{\Sigma}\right)_{k j} \\
\mathbf{K}_{T} \mathbf{D}_{\sin }=\mathbf{S H}_{\Sigma} \mathbf{S}^{-1}=\mathbf{S} \tilde{\mathbf{D}}_{\Sigma} \mathbf{H}_{\Sigma} \tilde{\mathbf{D}}_{\Sigma}^{-1} \mathbf{S}^{-1}=\mathbf{D}_{\Sigma} \mathbf{S H}_{\Sigma} \mathbf{S}^{-1} \mathbf{D}_{\Sigma}^{-1}
\end{array}
$$

which shows that the equality at left in (5) holds.

In view of (3) and our previous arguments Theorem 3.4 is just a corollary of Lemma 2. If either $\mathbf{D}_{T}=\mathbf{D}_{\text {sin }}$ or $\mathbf{D}_{\Sigma}=\mathbf{I}$ and $\mathbf{D}_{T}$ is any diagonal matrix [not necessarily the one defined by (4)] with either no negative or no positive element, then $\mathbf{K}_{T} \mathbf{D}_{T}$ has purely imaginary eigenvalues.
Proof. If $\mathbf{D}_{T}$ has strictly positive diagonal elements, it can be written in the form

$$
\mathbf{D}_{T}=\mathbf{D}_{s i \mathrm{~B}} \mathbf{D}_{R}^{2}
$$

where $\mathbf{D}_{R}$ is a positive definite diagonal matrix, too. We assume $\sigma_{k} \neq 0, k$ $=1, \ldots, N-1$ and use (5) and $\mathbf{D}_{R} \mathbf{D}_{\Sigma}^{-1}=\mathbf{D}_{\Sigma}^{-1} \mathbf{D}_{R}$ (where one of the matrices is equal to I) to conclude that

$$
\begin{equation*}
\mathbf{G}:=\frac{2}{N} \mathbf{D}_{R} \mathbf{S} H_{\Sigma} \mathbf{S} \mathbf{D}_{R}=\mathbf{D}_{R} \mathbf{D}_{\Sigma}^{-1} K_{\mathrm{T}} \mathbf{D}_{\sin } \mathbf{D}_{\Sigma} \mathbf{D}_{R}=\mathbf{D}_{\Sigma}^{-1} \mathbf{D}_{R} \mathbf{K}_{\mathrm{T}} \mathbf{D}_{\mathrm{T}} \mathbf{D}_{R}^{-1} \mathbf{D}_{\Sigma} \tag{6}
\end{equation*}
$$

is a skew-symmetric matrix, which is similar to $\mathbf{K}_{T} \mathbf{D}_{T}$. Thus, $\mathbf{K}_{T} \mathbf{D}_{T}$ has purely imaginary eigenvalues. Since these eigenvalues depend continuously on the elements of $\mathbf{D}_{r}$ and $\hat{\boldsymbol{\Sigma}}=\mathscr{F} \Sigma \mathscr{F}^{-1}$, they are still purely imaginary if some diagonal elements vanish. (Note that we may still define $\mathbf{D}_{R}$ and $\mathbf{G}$ in this case, but that $\mathbf{G}$ is no more similar to $\mathbf{K}_{T} \mathbf{D}_{T}$.)

Finally, we would like to state the related
Lemma 3. $\left\|\mathbf{K}_{T}\right\| \leqq\left\|\mathbf{K}_{\Sigma}\right\|$.
Proof. Let $\mathbf{D}_{T}:=\mathbf{I}, \mathbf{D}:=\operatorname{diag}(0,1, \ldots, 1,0,-1, \ldots,-1)$. Assuming $\mathbf{y} \in \mathscr{S}$ we get $\|\mathbf{y}\|$ $=\sqrt{2}\|\hat{\mathbf{y}}\|$ and

$$
\mathbf{u}=\mathbf{K}_{\Sigma} \mathbf{D} \mathbf{y} \Leftrightarrow \hat{\mathbf{u}}=\mathbf{K}_{r} \mathbf{D}_{r} \hat{\mathbf{y}}
$$

Hence,

$$
\begin{aligned}
\left\|\mathbf{K}_{T}\right\| & =\max _{\hat{\mathbf{y}} \neq \mathbf{0}} \frac{\left\|\mathbf{K}_{T} \mathbf{D}_{T} \hat{\mathbf{y}}\right\|}{\|\hat{\mathbf{y}}\|}=\max _{\mathbf{y} \in \mathscr{\mathscr { S }} \backslash\{\mathbf{0}\}} \frac{\left\|\mathbf{K}_{\Sigma} \mathbf{D} \mathbf{y}\right\|}{\|\mathbf{y}\|} \\
& \leqq\left\|\mathbf{K}_{\Sigma} \mathbf{D}\right\| \leqq\left\|\mathbf{K}_{\Sigma}\right\|\|\mathbf{D}\|=\left\|\mathbf{K}_{\Sigma}\right\| . \quad \square
\end{aligned}
$$
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