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Abstract 

 

Software systems evolve over the life span to accommodate changes in order to meet technical 

and business requirements. Evolution of open source software (OSS) is challenging because of 

involvement from a large number of independent teams and developers who make modifications 

in the systems according to their own requirements. It is required to evaluate these changes as 

these are being incorporated into the system against the long term evolvability objectives. This 

paper presents the analysis of the Hackystat, an OSS framework; against analyzability, 

changeability, extensibility, testability domain specific quality attributes. The analysis of the 

processes used during the development of the OSS systems is also discussed. On the basis of the 

analysis and the early research conducted to evaluate software evolvability, an evolvability 

analysis method for OSS evolution is presented in this report. Guidelines of the model suggest 

that the requirements identification and analysis, identification of the system components that are 

to be affected as a result of the change, identification and prioritization of the potential solutions, 

evaluation of the potential solutions with respect to evolvability characteristics, use of test driven 

development and automated build tools are the important steps that should be performed to 

evaluate system changes. Evolvability analysis model also suggests that the team which is 

responsible to for system overall architecture (project control group) should also evaluate 

changes submitted by different teams. A case study to modify a service oriented architecture 

bases system into software as a service cloud model following the guidelines of evolvability 

analysis model is also presented. 
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Introduction 

 

Software evolution is referred as the ability of a software system to incorporate changes over its 

life span. It is defined as “a process of progressive change in the attributes of the evolving entity 

or that of one or more of its constituent elements” [35]. Changes to accommodate technology 

enhancements is mandatory to increase the life of the software systems whereas business related 

changes help software systems to meet the changing requirements of the customers and target 

business domain of the software systems. The class of the software systems that are free to 

modify, use and redistribute is referred as open source software (OSS) [36]. The evolution of 

OSS systems is challenging because the development of such systems is not only associated with 

a large number of independent teams but also different development processes. 

The research work presented in this section was conducted to identify the process by which 

evolvability of OSS can be analyzed. It is quite challenging to keep the development on the right 

track to make sure that it is being evolved in the right direction. Research objective involve the 

identification of the evolvability characteristics of OSS, defining guidelines for evolvability 

analysis process that can be used to keep the changes on the right track and to evaluate the 

effectiveness of the proposed guidelines for the migration of OSS to more reliable software as a 

service models. One of the sub goal was also to identify the steps that should be taken to migrate 

service oriented systems into software as a service model. 

This research work is an extension to the research performed by Breivold et al. to investigate the 

software evolution of industrial automation systems [1, 2, 3]. The architecture evolvability 

analysis method presented in their work to systematically analyze evolvability is evaluated 

against selected OSS system and tailored version is provided that can be adopted to meet the 

evolvability requirements of OSS systems. Proposed guidelines for the tailored version of 

evolvability analysis method begin with identification and analysis of the requirements. In next 

step, components are identified that can be effected as a result of the new requirements. Potential 

solutions are also analyzed at this stage. In last stages, potential solutions are evaluated against 

evolvability characteristics (analyzability, architectural integrity, extensibility, modifiability, 

portability etc) and solution that best suits the evaluation criteria is selected. Tailored version of 

evolvability analysis method also provides guidelines for the members of OSS system‟s change 

control group. These guidelines suggest the use of build tools, test driven development and 

evaluation of the commit requests for the main source code repository against evolvability 

characteristics. A case study for Hackystat migration to software as a service platform suggests 

the scalability and portability are the key characteristics of such systems.  

The research work that is presented in this thesis is conducted in multiple steps. In first step, an 

OSS system the Hackystat [5] is investigated to analyze that how evolvability characteristics are 

addressed during the evolution of OSS systems. Analysability, changeability, portability and 
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testability are most important evolvability characteristics. The evolvability characteristics are 

significantly affected by the modularity and complexity of the systems. In later stage, the 

evolution of the open source software is analyzed against the tailored version of evolvability 

analysis method. An OSS system, the Hackystat framework is selected to investigate evolvability 

in a systematic manner from two perspectives:  (i) the systematic evaluation of OSS evolution 

while focusing on Heckystat in particular and OSS systems in general (ii) evolvability analysis 

using the same evaluation method for the evolution of service oriented systems into cloud aware 

software systems. 

The organization of rest of the thesis is as follows. First section presents research background 

and research objectives. A brief overview of the research results and research methodology is 

also discussed in this section. Section 2 elaborates the evolvability analysis of Hackystat 

software. This sections begins with an overview of Hackystat framework. Then metrics for 

modularity and complexity are presented that are computed against different releases of the 

framework. This follows by a section on evaluation of the evolvability characteristics over 

different releases and their interpretation in terms of modularity and complexity of the system. 

Other characteristics like architectural integrity, testability and complexity of interfaces are also 

addressed. The role of quality assessment, testing frameworks, automated build tools and source 

code repositories is highlighted as well. Last part of the section 2 provides the guidelines for 

evolvability analysis following by summary of the section. Section 3 presents a case study that 

was conducted to transform Hackystat framework into software as a service cloud. This section 

begins with an overview of the related technologies. Proceeding section provides the application 

of evolvability analysis method on software as a service migration. Third part provides the 

implementation and architecture overview of the modified version. Part 4 and 5 presents the 

future work and conclusion respectively.  
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1. Research Background, Objectives and Overview of Results 

 

The ability of a software system to accommodate stakeholders‟ requirements in referred as 

software evolution [35]. OSS systems are evolved after repeated modifications and results in 

increasing complexity. If the systems are not designed to easily accommodate changes, the 

complexity may lead to huge modification cost. A challenging aspect of the evolution of open 

source software (OSS) systems is that such systems are evolved without strict development 

processes and with involvement of independent individuals or teams. Breivold et al. have 

identified the characteristics necessary for evolution and how evolvability can be addressed in a 

systematic manner in context of industrial automation systems [1, 2, 3]. The research presented 

in this thesis is conducted as a continuation of their research in context of OSS software systems. 

In this thesis two case studies are presented as a study of OSS evolution. In first case study, 

evolvability characteristics and evolvability analysis method identified in [1, 2, 3] is analyzed in 

context of OSS systems. Original evolvability analysis model presented by Breivold et al. is also 

modified to analyze the evolvability of OSS systems. This case study is based on the analysis of 

an OSS system, the Hackystat [5] along with published literature on OSS evolution [10]. 

Hackystat is chosen for analysis because it is under development since 2001 and evolved from a 

server side web application into an application built on service oriented architecture. Selection of 

Hackystat has provided the opportunity to study evolution not only in context of traditional 

software architectures but also how a successful transformation can be achieved for modern 

technology paradigms like service oriented architectures. The second case study is an experiment 

conducted on the service oriented version of the Hackystat to modify it to meet the requirements 

of the software as a service model. During this experimental transformation, evolvability analysis 

guidelines defined for OSS system are also followed to verify for validity. 

1.1 Research Objectives 

The main objective of the research presented in this thesis is to analyze the evolvability 

characteristics and evolvability analysis method presented by Breivold et al. in context of the 

OSS system. One of the main objectives of the research is also to analyze the transformation of a 

service oriented systems into a more reliable and scalable software as a service systems. To 

analyze the OSS evolvability, it is also important to identify and analyze the evolvabiliy 

characteristics of such systems. Following research objectives are derived to address the main 

theme of study: 

 What are different quality attributes (evolvability characteristics) that should be present 

in an OSS system for its evolution? 
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 How evolvability of OSS systems can be analyzed by development teams as well as team 

responsible to keep the overall development of the system on right track (OSS control 

group)? 

 How effectively evolvability analysis method can be applied on software evolution for 

emerging paradigms like software as a service model? 

 How service oriented open source systems can be evolved into more robust and reliable 

software as a service model based systems? 

1.2 Overview of Research Results 

In order to evaluate the evolvability characteristics and to address the analysis of OSS systems 

different releases as well as the development process of the Hackystat is investigated. 

Information from the published literature is also incorporated to have a more in depth view of the 

OSS development process. After the analysis it is verified that analyzability, portability, 

extensibility and testability play their role in the evolution of OSS system in the similar fashion 

as they do in case of proprietary software systems. Domain specific quality attributes are also 

critical for the successful evolution of such systems. Analysis of the Hackystat and the published 

literature has suggested that analysis of the OSS software by the member of the control group is 

equally important as it is to be performed by the members of the development teams.  

Results of the investigation of Hackystat for its migration to software as a service system have 

shown that all the components of the systems should be carefully analyzed for scalability. It is 

also found that in order to take use of the cloud infrastructure; system components that are 

responsible for persistence management may need to be re-factored to make use of external 

storage clouds. Moreover, some new components may also need to be introduced to provide the 

consolidated view of the system to the outside world. 

1.3 Research Methodology 

The research process was initiated with the main goal of analyzing the evolvability of the OSS 

system. The main research objective was addressed at two levels. At first stage, analysis was 

conducted on a selected open source software for identification of evolvability characteristics 

and to perform evolvability analysis. At second stage the identified evolvability analysis method 

was applied on a case study to verify that the selected method resulted in successful evolution. 

To keep the research on the right track, research objectives were defined as mentioned in section 

1.1. The second step was about the selection of the target system and the data sources for 

analysis. Heckystat was selected because of its long evolvability history of ten years, as it is 

being developed since 2001. As it is open source software so the code base against different 

releases was available for analysis. Information was extracted from the data on the basis of 

research objectives. 
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2. Evolvability Analysis of the Hackystat 

This section provides the evolvability analysis of the Hackystat software over its different 

releases. Metrics for modularity and complexity are calculated from source of the selected 

releases and then the data from these metrics are interpreted in terms of the evolvability 

characteristics. Some process related aspects like change evaluation process, role of testing 

frameworks, importance of source code and documentation repositories as well as the 

significance of feedback to improve quality is also addressed. This section also provides the 

evolvability analysis guidelines for development teams and member of the OSS control 

group. 

2.1. Hackystat’s Overview: 

Hakystat is an OSS used to collect the process and product related data about development of 

software projects [4]. Hackystat is being developed since 2001 and has undergone 8 releases 

since then. From architectural perspective, different release of the Hackystat framework can 

be categories into two categories. From release 1 till release 7, the software was built on the 

thin client server architecture. In release 8, it is transformed into service oriented architecture. 

Figure 1 shows the high level architecture of the Hackystat release 8 [5]. 

 

Database

SensorBase

DailyProjectData

Telemetry

ProjectBrowser

TickerTape

Manage persistence and handles operation assoricated with

 raw data e.g. account creation, user authentication, saving 

and retrieving data sent by sensors.

Provide data abstraction at day level.

Provides higher levels of abstraction.

Generates and posts reports to external clients like Twitter.

Provides visualization of different metrics throuth GUIs.

 

Figure 1: REST Components of Hackystat 

The components of the hackystat framework can be classified into two categories: data 

collection components and data processing components [5]. Data collection components are 

client side components, also referred as plugins that can be installed with the target data 

sources like integrated development environments (IDE), source code repositories, XML data 

sources and word processing suite. The plugins are also named as sensors or sensor shells. 
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Other set of components is server side components that reside on server and are responsible 

to perform the business logic. This set of components receives the data from the sensors, 

persist this data and present it to the user at different levels of granularity through a web 

based application. 

In Hackystat release 7 and earlier; business logic is handled at server side with more than one 

independent server side applications which perform processing on the data. Sensors act a 

client of the simple object access protocol (SOAP) [6] based web services and sends data to 

the server using SOAP protocol. Applications at the server side present this data in form of 

different process and product metrics. 

In release 8, the framework is transformed into a service oriented system based on 

representational state transfer (REST) [7] principles. Different data input sensors use to work 

in the same way except that the data is transmitted using REST protocols instead of SOAP. 

However, server side architecture is completely changed. Different server side components 

are transformed into REST based services and interfaces of the services are exposed through 

REST application programmable interfaces (APIs). These components interact with each 

other through the APIs and act as a processing pipeline. 

SensorBase is the first service and acts as the root node of the processing pipeline. This 

service receives the information from data sensors and sensor shells. It is responsible to 

persist the data into the database and acts as an access point for the data retrieval. Whenever 

other services need to have access to the persisted data, it is always done through 

SensorBase. Its REST APIs can be accessed by not only other services of the Hackystat but 

also by the external client applications that want to access data. 

There are also different high level services responsible to present data at higher levels of 

abstraction. One of such services is DailyProjectData. It provides abstraction of the data 

associated with a single project for one day. An example of the product metrics which 

abstraction is provided by this service is Development Time Metric. This presents the 

number of minutes in a single working day for which the developers were actively interacting 

with the source code of the specific project through integrated development environment. 

Telemetry is another service that provides the abstraction of raw data at higher levels of 

abstraction than a single day. Finally the data is presented to the users through a web 

application component called Project Browser. Hackystat also has some client services that 

are used to post data to external clients. One of the client services is the TickerTape. It 

interacts with SensorBase and daily project data service to get information for the changes 

made in the source code of the specific project and generates a status report. This report can 

be sent to different external applications like Nabaztag Rabbit [8] and Twitter [9]. 

The different services of the framework act as a pipeline. For example if the ProjectBrowser 

have to fetch some data from database it sends request to the Telemetry service. Telemetry 
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service then calls the corresponding interface of the DailyProjectData service and it finally 

fetches data using interface of SensorBase. Fetched information is sent back to the 

ProjectBrowser through same hierarchy. This pipeline based approach not only provide loose 

coupling by separating the business logic into separate services but also provides interfaces 

to clients to access data at different levels of granularity.  

 

2.2. Metrics to Analyze Evolvability Characteristics and 

Architecture over Releases: 

In order to analyze the evolvability, source code from the different releases of the Hackystat 

is investigated. The final version of the source code is selected against releases for analysis. 

Only those releases that are associated with some major enhancement in the system are 

selected for computing modularity as well as complexity metrics. Source code from release 

number 2, 6, 7 and 8 is selected for analysis. 

Modularity is referred as a property of a piece of software when it consists of distinct and 

logically cohesive units; and presents it functionality to the outside world through well 

defined interfaces [14]. Breivold et al. have identified that modularity of OSS systems is 

measured in terms of number of sub systems, number of modules and number of source code 

files [10]. At an abstract level when modularity is computed in terms of number of sub 

systems in the OSS, each sub system is regarded as a logically cohesive unit of functionality 

and is referred as module. If modularity is analyzed in more detailed level, each module or in 

each package (in case of java language) is referred as a module. In object oriented 

programming languages, each class encapsulated properties and behavior, so classes are also 

referred as modules. In the analysis of the Hackystat, modularity at all three levels is 

computed to see its impact on quality attributes. 

Functional complexity of the system is defined in terms of the complexity of the logic 

contained in the system [10, 37]. It is also computed at different levels in terms of complexity 

of classes, complexity of modules and complexity of sub systems. 

2.2.1. Metrics for Modularity 

When modularity is measured in terms of number of files in the system, total number of source 

code files in a release is referred a number of modules. Hackystat framework is implemented in 

Java EE framework, so each java source file is considered as an executable file. Table 1 shows 

the modularity of different releases of the Hackystat in terms of number of files in the system. 

First column of the table shows the release number and second columns shows the total number 

of files in the corresponding release. It is clear from the table that as the system evolves; degree 

of modularity also tends to increase. 
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Table 1: Modularity in Terms of Number of Files 

Release 

Number 

Total Number of Files 

2 206 

6 503 

7 922 

8 861 

 

As the Hackystat is implemented in Java EE, so a package is considered as a module. Total 

number of packages in a release is referred as the degree of modularity of the system in terms of 

number of modules. Table 2 lists the number of packages against each release of the system. It is 

clear from the table that the degree of modularity in terms of number of packages is also 

increasing in every new release of the system. 

Table 2: Modularity in Terms of Packages 

Release 

Number 

Total Number of Packages 

2 22 

6 71 

7 185 

8 171 

 

It is explained in Section 2.1 that Hackystat architecture is changed in release 8. So, the sub 

systems are computed differently in versions till release 7 and in release 8. Till release 7, 

different sensors and subs systems are implemented as separate source code projects. So, 

different project are treated as sub systems. However, in release 8, different components of the 

system are implemented as REST services. So, each REST service component is treated as a 

separate project although sensors continue to be implemented as separate projects and are 

computed in the same manner. Table 3 shows the number sub system against releases. 
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Table 3: Modularity in Terms of Number of Sub Systems 

Release 

Number 

Total Number of Sub Systems 

2 4 

6 4 

7 40 

8 10 

 

Data in table 1, 2 and 3 shows that modularity in terms of number of files, packages and sub 

system tend to increase till release 7. In release 8, there is a small decrease in degree of 

modularity in terms of number of files and number of packages but number of sub systems has 

decreased significantly. This is result of system re-factoring that is performed in release 8. 

2.2.2. Metrics for Complexity 

Metrics for complexity are also calculated at different levels: at class level, at module level and 

at sub-system level. First, complexity is computed at class level. Then the average complexity of 

classes in a module and sub system is used to determine the complexity at higher levels of 

granularity. The metric used to computer complexity at class level is weighted method per class 

(WMC) [11, 12]. There are two variants of this metric. One variant determines the complexity as 

the sum of Cyclomatic Complexities of all the methods within a class. Other one determines the 

complexity simply as the total number of methods present in the class. As the Hackystat is 

written in java programming language, so the simple version of the weighted method per class is 

used and the complexity is computed in terms of total number of methods present in a class. 

Classes are marked with the complexity of scale low, medium and high. Research has shown that 

average number of functions in class ranges between 5 to 10 [13]. The classes with less than or 

equal to 10 methods are assumed of low complexity. The higher levels of complexity are marked 

relative to this base and classes between 11 and 20 methods are considered of medium 

complexity whereas with greater than 20 methods are assumed of high complexity. Table 4 

elaborated the classification criteria. 

Table 4: Classification of WMC Metric 

Complexity No of functions 

1: Low <=10 

2: Medium > 10 and <=20 
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3: High >20 

 

The complexity of modules and sub systems is computed in terms of the average of complexities 

of classes in the packages and sub systems respectively. Category with the largest occurring 

frequency is assigned as the complexity of the corresponding release. Table 5 summarizes the 

complexity of different classes with respect to releases. To compute the complexity of all the 

classes in a release, complexity of each class in terms of number of functions was calculated. 

Then the frequency of the low, medium and high complexity classes is calculated and the 

complexity of a release is associated with most frequent complexity class. 

Table 5: Complexity of Classes 

Release Number Complexity of Classes 

2 Low 

6 Low 

7 Low 

8 Low 

 

It is clear from the table that the complexity of the system‟s classes is low. Table 6 and 7 shows 

the complexity of Hackystat in at module and sub system level. The complexity of the modules 

in the release is calculated in terms of complexity of the classes in a release. The complexity of a 

module is associated with the most frequently occurring complexity type in a module and most 

frequently occurring complexity type of modules determined the complexity of the release. 

Complexity of the subsystems is also calculated in the same way. 

Table 6: Complexity of Modules 

Release Number Complexity of Modules 

2 Medium 

6 Low 

7 Low 

8 Low 
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Table 7: Complexity of Sub Systems 

Release Number Complexity of Sub 

Systems 

2 Medium 

6 Low 

7 Low 

8 Low 

 

Table 6 and 7 shows that the complexity of modules and sub systems was medium in release 2 

but it also decreased in proceeding releases because of as a result of increase in number of 

modules and number of sub system. 

2.2.3 High Level Architecture over Releases 

Hackystat components are classified into two classes, server side components that perform the 

business logic and client side components that are used to collect data to calculate metrics. Over 

different releases of the framework, number of both server side and client side components tend 

to increase. In version till release 7, different server side components interact with each other 

through java API interfaces. As the number of server side components tend to increase, the 

communication between components becomes complex. Different components also required 

residing on the same physical machine. This resulted in decreased performance as more 

computing resources were required. It also increased time to set up development and testing 

infrastructure. Figure 2 shows the high level architecture in release 2, 6 and 7. It is clear from the 

diagram that number of subsystems increased with each new release. In release 8, the framework 

was rewritten and transformed into a REST based service oriented architecture as described in 

section 2.1. 
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Web App

Clientcommonserver

Release 2

hackyKernelhackyTelemetryhackyTelemetryViewer

Web App

hackyPiemonteseSensor

Release 6

hackyApp_TelemetryControlCenter

hackyCore_Common
hackyCore_Installer hackyCore_Kernel

hackyCore_ReporthackyCore_Statistics

hackyCore_Telemetry

Web App

Release 7

 

Figure 2: Hackystat architectire over releases 

2.3. Evaluation of Evolvability Characteristics: 

Breivold et al. has identified important characteristics that are necessary for the evolution of a 

software system [2]. The evolvability characteristics are: analyzability, changeability, 

extensibility, portability, testability and quality attributes that are related with a particular domain 

being addressed by the software system. In this research, different releases of the Hackystat are 

evaluated to determine the role of these characteristics in the evolution of OSS system. The 

evolvability characteristics are evaluated in terms of different measuring attributes. Table 8 lists 

the measuring attributes used to evaluate the corresponding evolvability characteristic identified 

by Breivold et al. in their study of industrial automation systems [3]. 
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Table 8: Measuring Attributes with Corresponding Evolvability Characteristic Identified in [3] 

Evolvability Characteristics Measuring Attributes 

Analyzability Modularity, complexity 

and documentation 

Architectural Integrity Architectural 

documentation 

Changeability Modularity, complexity, 

coupling, change impact, 

encapsulation and code 

reuse. 

Extensibility Modularity, coupling, 

encapsulation and change 

impact. 

Portability Techniques to incorporate 

features that support 

adaption to multiple 

environments. 

Testability Modularity and 

complexity. 

Domain Specific Attributes Attributes related to 

specific business domain. 

 

It is clear from Table 8 that modularity and complexity are key measuring attributes of many 

evolvability characteristics. Analyzability is the first evolvability characteristic mentioned in the 

table 8 and is defined as “the capability of the software system to enable the identification of 

influenced parts due to change stimuli.” [2]. Modularity is the key attribute to increase the 

evolvability of a software systems because it is easy to analyze loosely coupled modules of a 

software system as compared to the system in which different components are tightly coupled 

and highly dependent on each other. Complexity of the software is also an important factor 

because less complex systems are easy to analyze. 

“The capability of the software system to enable a specified modification to be implemented and 

avoid unexpected effects” is referred as changeability [2]. Modularity also plays a vital role in 

achieving changeability because it allows making modification in one module and keeping other 

intact as well as it reduces the possibility of unexpected behavior as a result of modification [14]. 

Similarly, system with manageable complexity is more likely to accommodate changes with 

manageable cost as compared to the system with high complexity. 
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“The capability of the software system to enable the implementation of extensions to expand or 

enhance the system with new capabilities and features with minimal impact to the existing 

system” is referred as extensibility [2]. As modularity supports separation of concerns and 

provide the extension points for the addition of new modules on the principles of coupling and 

cohesion [15]; thus make it a key requirement for extensible software systems. It is hard to 

identify the points of change in systems with higher dependencies between components. 

“The capability of the software system to be transferred from one environment to another” is 

identified as portability [2]. Modularity ensures that only platform independent interfaces are 

exposed to external world and abstracts the platform specific implementation. Modularized 

systems are easy to modify for the portability on different platform because the modification 

done for this purpose will be hidden from other modules and do not require modifications in the 

clients‟ components. The advantages of the modularity make it suitable to achieve portability. 

The verification and validation of the modified piece of software is covered under testability 

[16]. Modularity reduces the testing effort. The testing scope is only confined to the changed 

module because of intact interfaces that results in reduced testing effort. Along with above 

specific characteristics there are some additional domain specific quality attributes that are to be 

achieved in order to make software more evolvable. Similarly, less complex systems are more 

easily testable. 

Following sections describes the analysis of the different evolvability characteristics including 

analyzability, architectural integrity, changeability, extensibility, testability and domain specific 

characteristics is presented in Table 8 along with measuring. Following sections describe how 

these characteristics are addressed in different releases of Hackystat. 

2.3.1. Impact of Modularity and Complexity 

The different releases of Hackystat were analyzed to have a look at the role of modularity in the 

evolution of the OSS system. The modularity of OSS systems is addresses at different levels: 

file, module and subsystem; because each one encapsulates a part of system functionality and 

provides certain level of abstraction. The hackystat software is implemented in Java EE 

technologies so in the analysis of the source code repositories, a java file is treated as an 

executable file. The different java packages are treated as modules and parts of the system that 

implement a specific feature for example handle telemetry analysis [4] is treated as a subsystem. 

Table 1, 2 and 3 shows the number of modules in key releases of the hackystat software. It shows 

that number of modules is increasing from release 2 to release 7 at file, module and subsystem 

level. If numbers of files are considered as a measurement of modularity; there are four times 

more files in release 7 as compared to release 2. Similarly number of modules and subsystems 

have increased eight and ten times respectively. However, statistics from release 8 show a slight 

decrease in number of files and number of modules, whereas number of subsystems has reduces 

significantly [4]. In release 8, complete system is rewritten and transformed from a web based 
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application into a service oriented system to meet some domain specific requirements like 

visualization of product and process metrics at different levels along with scalability of the 

software.  

Table 5, 6 and 7 shows the summary of the functional complexity at different levels of 

granularity. It is clear from the statistics that complexity is manageable in all the releases of the 

hackystat. In release 2, modules and subsystem are of medium complexity; but complexity of 

modules and subsystems is also low in later releases as in case of complexity of classes. 

 Statistical analysis of the different releases of the Hackystat OSS framework has confirmed that 

modularity and complexity play a vital role in improving the evolvability of the system because 

increased modularity and reduced complexity ensures the analyzability, changeability, 

extensibility and testability. Hence it can be deduced that the OSS systems with modularized 

architecture and manageable complexity as more probable to achieve high degree of evolvability 

characteristics as compared to the systems those are less modularized and complex. 

2.3.2. Architectural Integrity 

Research on proprietary software suggests that the architectural documentation as a primary 

attribute to ensure architectural integrity [3]. However, the analysis of the hackystat and other 

studies [10] suggest that OSS system often don‟t have detailed design artifacts. The study of the 

Hackystat has suggested that high level documentation for architecture as well as other design 

artifacts are available at the project‟s website but detailed design artifacts are not available [5]. 

Hackstat website is hosted on google project hosting system [17]. This website contains the 

documentation as well as source code of different subsystems and components of the Hackystat. 

Hackystat documentation is accessible in form of web tutorials, video tutorials and online wiki. 

Like in proprietary software systems, core architecture team is responsible to make major design 

decision as it was made to transform Hackystat into service oriented system [4]. 

The development of OSS systems involves large number of independent teams and individuals 

who participate in the development activities to modify software according to their requirements 

and usually don‟t know about development activities being done by other teams [38]. This 

highlights the need for a centralized place where different development teams can share their 

ideas and documents about their development activities. Then, the team of core architects can 

decide about which of these implementations can be incorporated into original software and 

make available the relevant documentation. A wiki based solution for this purpose can be 

helpful. 

2.3.3. Testability 

Testability is an important quality attribute to maintain the quality of software systems during the 

evolution. For OSS system, it is hard to ensure that each development team commits code to the 

base repository after proper testing. Test driven development (TDD) has proved to be the 
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significant development methodology to improve software quality around 40% [18]. TDD can 

play an important role in improving the quality of an OSS system. With the help of some 

automated tool like Zorro, development activities of different team can be monitored to ensure 

that they follow TDD methodology in a desired manner. In different releases of the Hackystat 

software, the modules are accompanied by corresponding test classes. In different releases of the 

Hackystat, source code modules are associated with test classes. Investigation of the existing 

literature as well as the development process of the selected OSS has confirmed that TDD can be 

significantly used to improve quality of OSS systems and in turn can play a vital role in long 

term evolution of the systems [18]. 

2.3.4. Complexity of Interfaces 

Reusability of the code has positive effect on the evolvabilty of the software system [39]. 

Reusable components not only save the development effort but also improve the quality of the 

software system as reusable components are not required to be tested again and again over 

different releases. Different components of the system interact with each other through their 

interfaces.  For a component to be reusable its interfaces should expose underlying functionality 

by simple and standard interfaces. 

Up till release 7, interfaces of the different components of Hackystat system are exposed using 

Java interfaces and public functions. Different sensors and sensor shells sends process and 

product data through web service interfaces using SOAP protocol. Different server side 

components were accessing information from each other through java interfaces. For developers 

to set up a development environment, source code from all the components was compulsory to 

be downloaded on development machines to make components compile. Development activity 

can only be initiated only after source code from all the components is configured. This results in 

more effort in development environment setup. Apart from this initial effort, whenever there was 

modification in interfaces, the developers need to get the latest code to avoid anomalies in later 

stages. For a running instance of the software, this type of tight coupling also forced different 

components of the framework to be deployed on single machine. This dependency played an 

important role that lead to the re-factoring of the framework as it was getting very difficult to 

incorporate new features into the system [4]. 

In release 8, system architecture is modified and different components of the system are 

implemented as REST web services. Interfaces to the REST services are exposed in terms of 

HTTP GET, PUT, POST and DELETE methods. With this type of implementation, developers 

can work on the modules independently because there is no compile time or run time binding 

between components. Components access a particular interface only when they need to access its 

functionality. Other than development, simple REST interfaces also added feature in the 

framework to deploy components on different machines. It is the feature of the REST 

architecture that different components can interact with each other through HTTP protocol. In 

addition to modularity and deployment features, REST interfaces also make client modules 
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language and platform neutral. REST interfaces of the Hackystat components also provide an 

opportunity to write client programs to access functionality of each component and have access 

to the data at different levels of abstraction. It was not possible in previous versions. It also 

increases the possibility of code reuse. Hence, it is evident from the analysis that reduced 

complexity of interfaces increases the evolvability of the OSS systems. Requirements for the 

modifications are initiated by the project development control group lead by Hackystat project 

lead. 

2.3.5. Domain Specific Characteristics 

Other than general characteristics of evolution, every OSS system has a set of key quality 

attributes that are associated with the core functionality of the system like efficiency, security, 

reliability and scalability. These key quality attributes are covered in domain specific 

evolvability characteristics. Analysis of the different releases of the Hackystat has confirmed that 

the domain specific quality attributes also play a vital role in the long term evolution of the 

system. Like every server side application that is supposed to handle huge volume of requests 

from different clients, scalability is key characteristic of the Hackystat system. Hakystat system 

is dealing with process and product metrics; so, it is also important for this kind of system to 

provide data abstraction at multiple levels of granularity. Development of the Hackystat 

framework was initiated with the objective that system had been able to accommodate new 

requirements as they were generated. At early stages of the system development, domain specific 

evolvability characteristics were not considered. This brings the system at a point where it was 

impossible to meet the performance requirements. As a result of this bottleneck, complete system 

was redeveloped from scratch in release 8 [4]. During the redevelopment phase, scalability of the 

system to meet efficiency requirements and different levels of abstraction of development 

metrics were of primary importance. This resulted in the REST based service oriented 

architecture of the system. Hence, the analysis has confirmed that ignoring domain specific 

characteristics also have a negative impact on the evolution of the OSS systems.  

2.4. Evolvability Analysis Process of Open Source Software Systems 

The development process of OSS systems is characterized by the involvement of large number of 

independent teams and developers. The independent teams and developers make changes into the 

system according to their specific requirements. In OSS, the requirements may be initiated as a 

result of business objectives, by stakeholders and in some cases by the development control 

group. For the control group of the OSS, it is important to make sure that modification and 

enhancements that are to be incorporated in base source code repository is in line with existing 

architecture and are of high quality. Evolvability of OSS systems can be analyzed in terms of 

quality assessment using feedback, using automated testing frameworks,  analyzing role of 

automated build tools and analyzing the influence of code as well as documentation repositories.  
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2.4.1 Quality Assessment using Feedback 

Bouktif et al. have presented an approach that is for remote and continuous analysis of OSS 

systems [19]. The goal of this approach is to provide feedback driven communication service 

after analyzing the available data sources. For OSS systems, information is generally exchanged 

in form of email. The emails used for communication between development teams as well as 

between developers and members of the control group is an important source of information. 

Source code repositories and commit log files are also important sources of information. Metrics 

for growth, complexity and quality are computed after analyzing different sources. This 

information should be presented to developers by using some kind of dashboard service like a 

Wiki based solution to mitigate software degradation and risks. 

2.4.2 Use of Automated Testing Frameworks 

Testing is very important to ensure the quality of the software system. For proprietary software, 

testing is usually performed at the organization that develops and maintains that particular 

system. To ensure the quality of OSS system, testing also needs to be done by or under the 

supervision of control group. It is not possible to perform thorough testing on changes committed 

by different development teams. So, it should be the part of development process of the OSS 

system to use automated testing framework like JUnit [20]. Every commit request of the source 

code should include the corresponding test classes as well. It would help the control group to test 

and validate the changes before making that a part of the main code repository. Research on test 

driven development has also shown the significant improvement and claims from 40% to 80% 

improvement in quality [18]. 

2.4.3 Role of Automated Build Tools 

Use of automated build tools like Apache Ant is also helpful to drive process described in build 

files and to ensure the quality of code committed by different development teams [21].  Every 

request for code commit in the main code repository should contain the build script so that the 

code can be build and tested with the help of testing framework. As build tools can also be used 

to drive development processes; the control group can provide guidelines for the build scripts 

and to certain extend control the development process of the individual team of OSS systems. 

2.4.4 Influence of Source Code and Documentation Repositories 

The source code repositories in which code is retained acts as exogenous factor. These 

repositories play their role as a differentiating factor in the evolution of OSS [22].  A study by 

Beecher et al. investigates the large number of repositories and results of the study strengthened 

the statement about the role of repositories in the evolution. Different releases of Hackystat have 

also confirmed this claim. Throughout the development history of the framework, its code is 

being hosted on source code repositories like CVS [23] and SVN [24], and can be accessed from 

remote location. Documentation about the different artifacts of the system is also available 

through project website. For the latest release of the Hackystat, project code and website is 
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hosted at google project hosting solution [5, 17]. All these findings have confirmed the 

significance of the source code and documentation repositories for the evolution of OSS system. 

2.5. Evolvability Analysis Method for OSS 

In this section, an evolvability analysis method is proposed that can be used to access 

evolvability of the OSS system in a systematic manner. This model is based on the discussion 

made in section 2.4 and tailored version of steps proposes in study by Breivold et al. [1]. The 

proposed method consists of two parts. Part one contains the guidelines for independent teams 

and developers working on the OSS system. Second part lists the guidelines for the control group 

of the particular software to ensure the quality of the OSS in the long term and keep the 

enhancements on the right track. The guidelines for evolvability analysis of independent teams 

and developers are as follows: 

 Requirements identification and analysis: Analyze the impact of proposed change on the 

overall software and to its external client components. This involves identification, 

analysis and prioritization of the requirements. 

 Evaluation of change impact, potential solutions and test cases: Once the key set of 

requirements is identified, next step is to evaluate the impact of the change on the overall 

system architecture and prepare the proposed solution. This involves the identification of 

the architectural constructs if available, identification of the system components that need 

to be modified to accommodate change, identification and prioritization of the potential 

solutions, and defining the test cases. 

 Evaluation of potential solutions against evolvability characteristics: The potential 

solutions are evaluated against the selected set of evolvability characteristics described in 

Table 8. The solution that best suits the evaluation criteria is selected. 

 Testing: Write the test cases using automated testing framework for example JUnit [18, 

20] so that test cases can be executed by member of the control group. 

 Build process: Write the build scripts by using some build toll like Ant [21] or Maven 

[25] to compile code and run test cases on the modified parts of the OSS system. 

The guidelines for the members of the control group to analyze and ensure long term evolvability 

of the system are given below: 

 Enforce the use of the build tool using the specified script guidelines so that only error 

free code is checked in the branches of the core repositories. 

 Enforce the use of testing framework to test the modified part of the code. Classes for the 

test code should be submitted along with the build script to make the modified code 

testable by members of the control group. 
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 Identify the components and modules that each commit can change with the help of build 

script and testing framework. 

 Evaluate the changes in terms of the evolvability characteristics of the system. Also mark 

the degree of eligibility in quantitative measures. 

 If a change request fulfills the evaluation, add it to the candidate list of the commit 

requests eligible to be incorporated into the base source code repository. 

 As there may be more than one development teams that made modifications on the 

overlapping portion of the code; so, the commit request with most high degree of 

eligibility should be made part of the base code repository. 

 Information about the accepted and rejected commit requests along with evaluation 

criteria should be made available on the OSS system Wiki. 

 

2.6. Summary and Concluding Remarks 

This part presented the analysis of the different releases of the hackystat software against 

evolvability characteristics. Modularity and complexity are key measuring attributes to analyze 

many of the evolvability characteristics including: analyzability, changeability, extensibility and 

testability. Through study of different releases of the Hackystat framework has confirmed that 

high modularity and low complexity are key factors for long terms evolution of the OSS systems. 

It is a fact that architectural documentation is considered an important factor for the evolution of 

the software systems; but Hackystat, like many other OSS system continues to evolve 

successfully without the availability of detailed architecture documentation and other design 

artifacts. Project web site serves as a major source of information and since the beginning of the 

project, it has an associated website for information retrieval. Testing plays a vital role to ensure 

quality of the Hackystat and other OSS system and use of testing framework is a good way to 

ensure quality of such systems. 

Evolvability analysis of the OSS systems for compliance with architecture and evolvability 

characteristics also needs to be performed by both the developers as well as members of the 

control group. Initially, independent development teams can perform this task to ensure that their 

development is in line with the overall system architecture. However, the analysis of the 

architecture evolvability by OSS development control group is of significant importance. The 

use of automated testing frameworks and automated build tool can be very helpful to govern the 

software development process as well as to verify the quality of code commit requests.  
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Following points summarize the steps of evolvability analysis method of OSS systems. 

 Identification of the components and modules that are to be affected as a result of addition or 

modification of a change. 

 Evaluation of the added or modified sections of the code from technical as well as business 

perspective. 

 Evaluation of the test cases according to the standards of selected testing framework that are 

submitted by the development teams along with code related to actual functionality. 

 Compare the evaluation results with other commit request affecting the overlapping sections 

of code. 

 Selection of the commit request for evolvability analysis if it fulfills the selection criteria. 

 Once a particular commit request fulfills the evaluation criteria, it should be investigated to 

see the impact of the changes in terms of evolvability characteristics. If a commit request 

satisfies the acceptable threshold level of the evolvability characteristic it can be make part of 

the main code repository. 
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3. Hackystat Migration to Software as a Service Cloud: A Case 

Study 

This section presents the work that is conducted to transform the Hackystat software into a cloud 

aware OSS system. Migration was performed using the evolvability analysis methods described 

in the previous section to judge its effectiveness for new generation applications build on the 

principle of Service Oriented Architecture and cloud aware software systems. A brief overview 

of the related technologies is also provided in this section. 

3.1. Technology Overview 

Service oriented architecture (SOA) [26] is gaining momentum because of its inherent 

characteristics of modularity. As a result of modularized architecture, such systems are easy to 

maintain and scale up or down according to the requirements. Web services are an effective and 

easy solution to implement service oriented architecture [27]. On the basis of the technology, 

web services are broadly classified into two categories: i) services in which basic unit of 

communication is a message instead of operation, ii) services that provide the interface to 

operation through a set of well defined protocols such as HTTP. Second type of services is 

referred as REpresentational State Transfer (REST). Release 8 of the Hackystat framework is 

implemented following RESTful architecture standards [4]. We picked this release and 

investigated it as a case study to migrate REST based SOA systems into cloud aware platform. In 

this section, a brief overview of the RESTful web services and cloud computing environment is 

provided. 

3.1.1. RESTful Web Services 

RESTful web services are based on the concept of resource, its representation and its state [28]. 

Resource is an implementation of a functionality that is stored on the server and can be exposed 

to the external world. A representation of the resource is information about its state. A resource 

can have more than one representation. In REST services, a resource has two different types of 

states. Information about the resource is referred as a resource state and information about how 

the resource is accessed by its clients is referred as application state. State of the resource is 

handled by the server where the resource is hosted whereas application state is maintained by the 

clients of the resource. Resources are exposed to the clients with the help of URIs. Each resource 

has a unique URI representation. The resources always expose the stateless information to the 

clients. Communication between resources and clients is done through HTTP protocols. 

In REST web services, communication between resources and their respective clients is 

performed using four http operation: GET, POST, PUT and DELETE. GET is used to retrieve 

the state of the resource, PUT and POST are used to create a new resource or its new state and 

DELETE removes an existing resource from the server.  
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3.1.2. Cloud Computing 

Cloud computing has emerged as an attractive area of research because it provides the flexibility 

to scale up or scale down software and hardware infrastructure without huge upfront investments 

[6]. Cloud aware infrastructure should have three characteristics: ability to acquire transactional 

resource on demand, resource publication through a single provider, and mechanisms to bill 

users on the basis of resource utilization. As this research is focusing only on OSS systems, so 

only first two properties of the cloud computing environment are addressed in this case study. 

From the ownership perspective, cloud computing infrastructure is classified into three 

categories: private clouds, public clouds and hybrid clouds. Private cloud is a collection of 

computing resources, storage resources and cloud technologies owned by an organization itself. 

The organization has control of all the resources and technologies; and itself is responsible for 

the maintenance of the infrastructure. Public cloud infrastructure is a collection of resources 

maintained by different organizations and the resources are offered to public users. A hybrid 

cloud is a category of cloud resources in which part of the infrastructure is maintained by the 

organization itself whereas it also acquires the services from public clouds. The different models 

of the cloud environments have its advantages and disadvantages. The advantage for maintaining 

the private cloud is that the respective organizations have control over all the resources. The 

disadvantage of such a system is that the respective organization not only has to invest in 

computing and storage resources but also on the related software and maintenance activities. The 

advantage of using the public cloud is that the organizations itself does not have to take care of 

infrastructure and operational activities. The disadvantage of utilizing services from public cloud 

is total dependency on the firm that is offering resources through public cloud. Security of the 

data that is stored on the public cloud can be another issue as some critical organizational data 

should be prevented from every time of accidental access. In such cases the tradeoff between 

public and private cloud is made and a hybrid approach is adopted. In such cases, organizations 

maintained their critical resources as private cloud and rely on public clouds for non critical 

business operations. 

Taking advantage of the cloud infrastructure, organizations offer different types of services. 

Software as a Service (SaaS) infrastructure offers software applications to its customers. In this 

type of services, developers usually don‟t have any option to customize the applications. 

However, using the available customization option, users of the systems can modify the 

respective software according to their needs. Google email service [31] is an example of SaaS 

model. In Platform as a Service (PaaS) infrastructure, developers have access to a development 

platform through its APIs. These platforms support a specific set of programming languages. 

Google AppEngine [30] is an example of such platform. Infrastructure as a Service (IaaS) model 

offers infrastructure for computing and storage resources. This infrastructure is used to host 

applications. IaaS models often provide automatic support for scalability of computing and 

storage resources. 
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3.2. Application of Evolvability Analysis Method on SaaS Migration  

Evolvability analysis of the Hackystat for its migration from a simple SOA architecture to SaaS 

model was conducted to evaluate the effectiveness of evolvablility analysis method presented in 

Section 2.5 for the evolution of the existing systems into SaaS models. One of the objective of 

this transformation was also to take use of the IaaS model and evaluate the steps that needs to be 

performed during this transformation. All the evolvability characteristics including analyzability, 

architectural integrity, changeability, portability, extensibility, testability and domain specific 

attributes like efficiency and presentation of development metrics on different levels of 

abstractions were considered during the migration. 

3.2.1. Requirements Identification and Analysis 

The migration activity was initiated as a result of the requirement to enhance Hackystat software 

as a SaaS model and with the additional capability to deploy this model on IaaS clouds. The 

identification of steps required to be taken for this migration was also an important stimuli for 

the migration activity. To achieve this high level business requirement, it needed to be analyzed 

and to be broken down in more concrete requirements that can be implemented. For this purpose, 

properties of SaaS clouds were investigated and following key characteristics had been 

identified. 

 SaaS clouds have the capability to scale up or scale down the computing and storage 

resrouces on demand basis. 

 This scalability is offered in a transparent way and users of the system access the services 

of the system in seamless fashion. 

The target software system is expected to be migrated on a IaaS cloud , so the properties of such 

infrastructure were also investigated and the followings characteristics had been identified. 

 IaaS clouds offer environments to host applications to utilize computing resources of the 

clouds. 

 IaaS clouds offer storage solutions to utilize storage capacity of the clouds. 

After analyzing the characteristics of the SaaS and IaaS clouds, following requirements for the 

system were identified. 

R1: Different components of the systems should be able to be replicated to scale up or scale 

down the system according to performance requirements and should be deployable on computing 

resources offered by IaaS providers. 

Activities for R1 include: 

a. Investigation of the dependency between different components of the system. 
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b. Investigation of whether different components of the system save information relevant to 

state of the requested operation. 

R2: Components of the system that are responsible for persistence handling should be able to 

take use of the storage resources provided by IaaS providers. 

Activities for R2 include: 

a. Identification of the components that are performing persisting related processing as well 

as handle the business logic operations. 

b. If such components exist, split them into separate components. 

R3: End users of the system and external clients should be able to the system in the same fashion 

as they used to used before the initiated migration. 

Activities for R3 include: 

a. Introduce new components that will distribute requests between replicated components. 

b. These components should have the flexibility to add new routing algorithms in future 

without any change in system architecture. 

R4: Once the transformation of the system is completed, a list of migration steps should be 

available so that it can be served as a reference guide for future migration activities. 

Activity for R4 includes: 

a. Throughout the implementation, diary of the decisions made during transformation 

should be maintained. 

Some of the above requirements are related with the evolvability characteristics. Table 9 shows 

the association of the requirements with the evolvability characteristics. 

Table 9: Association between Requirements and  Evolvability Characteristics 

Requirement Evolvability Characteristic 

R1: Different components of the systems should be able to be 

replicated to scale up or scale down the system according to 

performance requirements and should be deployable on 

computing resources offered by IaaS providers. 

Extensibility 

R2: Components of the system that are responsible for 

persistence handling should be able to take use of the storage 

resources provided by IaaS providers. 

Changeability 
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R1: Different components of the systems should be able to be 

replicated to scale up or scale down the system according to 

performance requirements and should be deployable on 

computing resources offered by IaaS providers. 

R3: End users of the system and external clients should be 

able to the system in the same fashion as they used to used 

before the initiated migration. 

R4: Once the transformation of the system is completed, a list 

of migration steps should be available so that it can be served 

as a reference guide for future migration activities. 

Domain Specific Requirements: 

Scalability, Backward 

Compatibility and Knowledge 

management. 

 

3.2.2. Evaluation of Change Impact, Potential Solutions and Test Cases 

The Hackystat framework is an OSS system, so the detailed architectural artifacts are not 

available. High level system architecture diagram shown in Figure 1, along with the description 

of components shown in the diagram as well the APIs and documentation of the features 

supported by each component is available. Identification of the components that are to be 

impacted as a result of the proposed change was done with the help of available documentation 

as well as the analysis of the code. 

Requirement 1 is associated with the domain specific requirement of SaaS model and deals with 

the scalability features. Scalability is addressed in two different dimensions. First dimension 

corresponds to the scalability in terms of the computing power whereas second one deals with 

the scalability of storage resources to handle high volume of persistence data. In order for 

software applications to offer features of SaaS cloud, components of such systems should be able 

to be deployed on physical or virtual nodes of public/private clouds so that mode computing 

resources should be added. The Hackystat is implemented using RESTful web services model 

and its components are state independent so they can be replicated unless they have some 

associated persistence handling. But to enable replication, there must be some kind of 

mechanism that replications is transparent for the clients of such components and clients have a 

uniform view of the services; irrespective of the fact that how many physical nodes are there. 

This highlight the need of a new wrapper component on top of the each group of replicated 

services. 

In the next step, all of the different components were investigates to see their dependency on 

database. It was turned out that SensorBase was the only component that had been dealing with 

persistence and all the other components interact with SensorBase to handle persistence related 

issues. Figure 1 shows the interaction of SensorBase with database and with other services of the 

framework. 
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Following were the findings after the analysis of the Hackystat against SaaS model: 

 New components should be introduced for each group of replicated components of the 

same type to provide a uniform interface to clients. 

 SensorBase component should be re-factored and database related functionality should be 

moved out into a separate component so that SensorBase can also have replicated 

deployments. 

 Once database layer is separated into a new service, it can easily be programmed to user 

database and persistence features offered by external storage clouds. 

The strategy to perform the testing along with test cases was also decided. 

3.2.2.1 Identification and Evaluation of Potential Solution 

From technology point of view, solution of two set of components was required to be 

investigated. One was about the set of components that would serve as a wrapper to the 

replicated services and other one was about the new database service component. 

For the wrapper component of the replicated services, there were following two options: 

 To write a RESTful wrapper service for each set of the replicated services with detailed 

API same provided by the replicated service and route the request to individual services 

on the basis of the routing algorithm.  

 To create a generic server side service component that route the request to the routing 

service depending on routing algorithm without providing the detail API and delegates 

the responsibility of request interpretation to the target service. 

These two options were investigated against the pros and cons of each one. If first option was 

chosen, it would require implementing the detailed wrapper API for all the features offered by 

the wrapped services. It would also require writing the separate wrapper for each cluster of the 

replicated services as each type of service has different APIs. If second option was to be opted, it 

would not have required writing the detailed API, hence had provided the possibility to replicate 

the same wrapper service for different clusters of service and have saves he programming effort. 

Second option had one more advantage. If there is any change in the API of wrapped services; 

wrapper services would not need to be changed. Second option was selected for the 

implementation of wrapper service because it required less programming effort and had more 

advantaged. 

To write a database service, all it was required to take the database related implementation out of 

the SensroBase service and move it to a new database service with the REST based API for its 

operations. Only issue for the development team was to get familiarize themselves with the 

related technologies. Jersey [32] and Restlet [33] were two available frameworks for 
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implementation using open source Java based technologies. Jersey framework is quite simple 

and works with annotation based parameters to associate URIs with corresponding functions. 

Restlet framework is more complicated as compared to Jersey and it requires to define a new 

class to delegate request from a URI to corresponding functions. However, Restlet framework 

was chosen to make this new service built on the same framework as used by other services. 

3.2.3. Evaluation of Potential Solutions and Changes against Evolvability 

Characteristics 

Table 9 shows that extensibility, changeability, scalability and backward compatibility were the 

major evolvability characteristics associated with migration of the Hackystat framework to a 

SaaS platform. To achieve the requirements, two new components are introduced into the 

system. Hence, modularity of the system is increases as well as splitting of SensorBase 

component into two components to handle business logic and database related operations 

separately has reduced the complexity of the framework. Table 8 shows that increased 

modularity and reduced complexity of the systems have positive impact on analyzability, 

changeability, extensibility and testability. Scalability and backward compatibility were domain 

specific requirements associated with enhancements of Hackystat into SaaS platform. These two 

evolvability characteristics were also positively addressed during the migration phase. 

Maintaining the knowledgebase of the migration activity so that it can serve as a reference guide 

for migration of other SOA projects into cloud was a process related requirement and it had been 

dealt by maintaining the diary of events and technical decisions made during the process of 

migration. As the strategy adopted during the change activity have positive impact on the 

evolvability characteristics, so it can be inferred that Hackystat would be able to accommodate 

technology and business specific changes in future as well. 

3.2.4. Testing and build process 

Use of automated testing frameworks and build tools is suggested in guidelines of evolvability 

analysis method. After the development of the new components for the project, system was build 

using the build scripts mentioned on the Hackystat wiki. Unit testing was also performed with 

the help of test classes. 

3.3. Implementation and Architecture Overview of Hackystat as SaaS 

Model  

Section 3.2 describes the detail of the activities and relational behind the change process. This 

sections provides a brief overview of the implementation and architecture of the Hackystat SaaS 

model. 

3.3.1. Implementation Overview 

One of the two services that are written for SaaS migration is responsible to route the requests 

between services present in the cluster of replicated nodes. The component that was developed 
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for that purpose read the information about the URI of the replicated services from a property 

file. The URIs of the services can be mentioned in the properties file separated by commas as 

shown in Figure 3. 

 

Figure 3: Comma separated URIs of the replicated services in cluster in controller.properties file 

In the first version of the component, round robin algorithm is implemented to equally balance 

load among all the services in cluster. This algorithm reads the address of individual services 

from the properties file and then returns their addresses to the main functions responsible for 

routing. Figure 4 shows the snapshot of the main routing functions of this service. 

 

Figure 4: Function to process and route requests among services 

Client services of the cluster, which may be other components of the Hackystat framework, data 

input sensors or third party components, access the cluster through the URI of the controller 

service and this cluster would appear as a single service to them. 

The second service that was written to handle persistence, had been implemented using the 

Restlet framework and same programming style that was used in other services of the Hackystat 
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framework. Each method of this services is exposed by a unique URI. Table 10 shows the list of 

the APIs in terms of URIs. Terms between curly brackets represent variables and can have 

variable values, whereas the words that are written without curly brackets are part of the REST 

API URI and cannot be changed. Clients of the database service can access its functionality 

through these URIs. 

Table 10: REST API of database service 

REST APIs in terms of URI 

/getUserIndex 

/getUser/{user} 

/deleteUser/{user} 

/storeUser/{xmlUser}/{xmlUserRef} 

/dbmanager/{xmlSensorData}/{xmlSensorDataRef} 

/dbmanager/{xmlGregorian} 

/deleteSensorData/ 

/deleteSensorData/{xmlGregorian} 

/getSensorDataTypeIndex 

/deleteSensorDataType/{dSdtName} 

/getSensorDataType/{sdtName} 

/storeSensorDataType/{xmlSensorDataType}/{xmlSensorDataTypeRef} 

/getProjectIndex 

/getProject/{user}/{projectname} 

/deleteProject/{user}/{projectName} 

/storeProject/{xmlProject}/{xmlProjectRef} 

/getSensorDataIndex 

/getSensorDataIndex/{user} 

/getSensorDataIndex/{user}/{sdtName} 

/getSensorDataIndex/{ownerString}/{startTime}/{endTime}/{uriPatternString}/{sdt} 
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/getSensorDataIndex/{ownerString}/{startTime}/{endTime}/{uriPatternString}/{sdt}/{tool} 

/getProjectSensorDataSnapshot/{ownerString}/{startTime}/{endTime}/{uriPatternString}/{sdt}/{tool} 

/getSensorDataIndex/{ownerString}/{startTime}/{endTime}/{uriPatternString}/{startIndex}/{maxInstances} 

 

3.3.2. Overview of the SaaS Architecture 

Figure 4 represents the high level architecture of the SaaS implementation. Different ovals in the 

figure show the cluster of replicated services. Between every interaction point of clusters and 

between clusters and client services or project a controller service is introduced. This service 

play its role as explained in section 3.2. Different clients of these services like Project Browser, 

Tickertape and data input sensors can only have access to the cluster of services through its 

controller. 

The process of service method invocation is as follows. Data input sensors send process and 

product related data to the SensorBase services through its controller. The controller of 

SensorBase services delegated requests to one of the SensorBase service in the cluster depending 

on the routing algorithm. Replicated SensorBase services interact with database service to deal 

with persistence. Whenever data is to be stored or retrieved from the database it is done through 

this service. 

Functions of the framework are invoked through URIs in top down fashion. Information between 

different levels of hierarchy is always accessed via controller service of the corresponding 

hierarchy. Project Browser is a web application that interacts with different services and presents 

the metrics to the end users through web interfaces. This application resides at the most upper 

level of hierarchy. For example if a user wants to have the consolidated view of the project 

specific data, Project Browser has to access the component that is responsible to present the 

abstraction of the metrics. Telemetry service is the component that deals with this level of 

abstraction. In a SaaS model, there are multiple telemetry services, so the Project Browser 

requests the telemetry controller service to delegate request to any of the telemetry instance. 

When the telemetry instance receive the request, it needs to have access to the daily project data 

to present the consolidated view of the whole month. DailyProjectData service is responsible to 

provide the abstraction of metrics on day level. Again there are multiple replicated instances of 

the DailyProjectData service, so the telemetry service has to request through controller service 

that encapsulates the cluster of the DailyProjectData services. Similarly, DailyProjectData needs 

to interact with SensorBase service to get raw data and this request is also handled through the 

controller of the SensorBase cluster. In this way, the whole process of dealing with replicated 

services is completed. External clients of the services also require interacting via controller for 

example in case of Tickertape as shown in Figure 5. 
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Figure 5: Hackystat SaaS Architecture 

3.3.3 Summary of the Migration steps 

This section presents the summary of the migrations steps that were taken in order to transform 

the SOA based framework into a SaaS system. These guidelines can be adopted as 

recommendations for transforming systems to clouds infrastructure to take use of reliable cost 

effective solutions offered by cloud infrastructures. The guidelines are: 

 Evaluate different system components against business requirements that initiate the 

migration activity. Scalability, reliability and cost effective infrastructure offered by the 

cloud infrastructure may be the main objective of the migration activity. Different system 

components should be evaluated how these can take use of the quality attributes offered 

by cloud infrastructure. It is to be noted that business objectives that initiate the migration 

activity may be conflicting with the extra functional or non functional requirements of the 
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system. A detailed analysis of the business objectives against extra functional 

requirements of the system should be performed. 

 Investigate the target platforms against support for the proposed re-factoring solutions. It 

is important especially for applications that are focusing on public SaaS and PaaS 

infrastructures. For software systems targeting cloud infrastructure portability seems hard 

to achieve because only a limited set of software and frameworks are supported by public 

cloud providers. Applications developed on PaaS platforms would result in even more 

tight bound. 

 Provide orchestration at service level to ensure that applications can be seamlessly 

deployed on public, private or hybrid clouds. The orchestration layer would ensure the 

migration of the components on different cloud environments.  
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4. Future Work 

The evolvability model, presented in section 2.6 consists of two set of guidelines. One consists of 

recommendations for individual teams and developers working on OSS system. These guidelines 

suggests that how they can perform evolvability analysis during the enhancements in the system. 

These guidelines are followed during migration of Hackystat to SaaS model and activities of our 

experiment show the significant of guidelines to evaluate evolvability. The second set of 

guidelines is recommended for the member of the control group of the software systems. These 

guidelines are based on the literature review of the OSS process as well the process that is 

followed by control group of Hackystat software. However, the complete set of roles needs to be 

verified in an experimental or real project to identity the practical issues that may be associated 

with the suggested process. 

Section 3 of the thesis presents the work conducted for the migration of the Hackystat to a SaaS 

model. This migration has added features into the Hackystat to act as a SaaS model while taking 

advantage of IaaS clouds. This modified framework needs to be tested on a real public or private 

cloud to see the impact of network delays on efficiency of the system. Some advances features of 

REST services like computational REST (CREST) also need to be investigated for its impact on 

efficiency of the system [34]. 

For SaaS model, database layer of the framework is separated from the corresponding services to 

take use of storage clouds. This has introduces the new security concern in the REST based 

architecture of the framework. Service of the database service are exposed through URIs are 

accessible to everyone on the internet. To enable a secured access to the database service, a 

subscription mechanism needs to be implemented so that only subscribed and verified services 

can access the REST based API, and any breach of security can be avoided. 
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5. Conclusion 

The research presented in this thesis is conducted to analyze the evolution in context of open 

source software systems. Different releases of the Hackystat software are analyzed to see how 

different evolvability characteristics like analyzability, architectural integrity, postability, 

changeability, extensibility and testability are addressed during its evolutions. Analysis shows 

that increase in modularity and reductions in complexity over different releases has played a 

supporting role throughout its evolution. 

Although architecture documentation and detailed design artifacts are considered important for 

the evolution of the software systems, but hackystat like many other OSS systems continue to 

evolve without extensive architecture related documentation. Project‟s website remains a major 

source of information for developers and users of the systems. It provides the information about 

high level architecture, video tutorials, information about the API of different components along 

with java docs and description of functionality. 

Unlike proprietary software systems, control group cannot perform the evolvability analysis 

against architecture before the implementation is already done. This is because of the reason that 

in OSS systems, different teams work on these systems and make modifications according to 

their own requirements, often unaware what features are developed by other teams. This 

highlights the importance of collaborative environment as well as the need to perform 

evolvability analysis by control group when commit requests are received by independent teams 

and developers. The quality of OSS systems can be improved by using automated testing and test 

driven development. Automated build tools and testing frameworks can play a vital role to 

control the development process.  

Experiment on Hackystat framework to migrate it to a SaaS model has shown that systems built 

on using REST based service oriented architectures can be converted into SaaS models without 

any major hurdles. However to perform that kind of migration activity on OSS systems requires 

critical evaluation of the system‟s components for their dependency on each other as well as on 

persistence related modules. The detailed analysis of the components is also important because 

of absence of system design artifacts. 
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