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Leatha A. Damron A non-linear fracture mechanics approach was used to predict the failure response of

Research Engineer complex cement-bone constructs. A series of eight mechanical tests with a combination of

e-mail: damronl@mail.upstate.edu tensile and shear loading along the cement-bone interface was performed. Each experi-
ment was modeled using the finite element method with non-linear constitutive models at
Musculoskeletal Sciences Research Center the cement-bone interface. Interface constitutive parameters were assigned based on the

Department of Orthopedic Surgery quantity of bone interdigitated with the cement. There was a strong correlgtin

Upstate Medical University =0.80) between experimentally measured and finite element predicted ultimate loads. The

Syracuse, NY 13210 average error in predicted ultimate load was 23.9 percent. In comparison to the ultimate

load predictions, correlations and errors for total energy to failuré £0.24, avg. error

=38.2 percent) and displacement at 50 percent of the ultimate lo&e-Qr27, avg.
error=52.2 percent) were poor. The results indicate that the non-linear constitutive laws
could be useful in predicting the initiation and progression of interface failure of ce-
mented bone-implant systems. However, improvements in the estimation of post-yield in-
terface properties from the quantity of bone interdigitated with cement are needed to
enhance predictions of the overall failure respongeOl: 10.1115/1.1488167

Introduction curs between the cement and trabecular Hdiié Both of these

Debonding of the cement-bone interface in cemented total ioi proaches assume that the crack tip exhibits small-scale yielding.
9 19%hort crack lengths and interactions with other boundaries can

repla(_:ements is cons_idered to be an important cause of mech Dhciude the validity of LEFM methodg2]. In addition, propa-
cal failure[1]. In well-fixed femoral components, the cement-bon ation of cracks along the cement-bone interface in finite element

Lnter;a(ie app?r?rs to havte m(;ntl)mal 0[ ho fibrous t'ssu? encapstigsels can require remeshing of the structure during each step of
ion between the cement and bdi. Loose components in con- the interface failure process. While this is relatively straightfor-

trast, often exhibit extensive fibrous encapsulation and loss Whrd for two-dimensional structures. it can become much more
interdigitation between cement and bdi3¢ The mechanism that hallenging for complex three-dimen’sional models.

causes this change in interface morphology is unclear but is likelyn o jinear fracture mechanics methods have recently been used
to have both mechanical and biologic compongajsWhile there , \q4e| the tensile or shear behavior of the cement-bone inter-
have been substantial efforts to understand biologically inducggo [13,14. This approach is an extension of the Dugdale-
failure mechanisms at the cementfbone interface, particulagy, renblatt model of crack propagatifts] and has provision for
those due to osteolysis secondary to implant d¢bif, there has st yjeld mechanical softening that is commonly found at this
been limited work to date that elucidates the role of mechanicgerface. The yielding of the material is assumed to localize along
loading in the failure process. _ a narrow band of material, while the materials on either side of
In a cemented stem application, the cement-bone interface s hand(interface remained linear elastic. The finite element
periences a wide range of tensile, compressive and shear stregsgfhod was used previousl§3,14 to implement this technique
that vary both temporally and spatially. Numerous experimenigin the interface elements exhibiting the appropriate stress versus
have been performed to determine the mechanical strength of figpjacement response.
interface. These tests have generally been performed to determingtryctural models of cemented bone-implant systems have used
the effects of changing surgical techniqlid, cement viscosity an jdealized approach to model failure of the cement-bone inter-
[8], and cement penetratiof®] on mechanical strength. While face. Typically, finite element models of cemented stems have
useful to compare the effects of changing clinically relevant pgssumed a bonded, displacement-compatible cement-bone inter-
rameters, these strength of materials tests do not provide a difg@le with no provision for failur§16]. When failure was modeled,
method to predict the response to mechanical loading. a fibrous tissue layer was inserted between the cement and bone
Fracture mechanics approaches have been used to describe[anf] although the progression of failure was not included. More
predict debonding of the cement-bone interface. Linear elastiscently there has been an effort to predict debonding of the
fracture mechanicd. EFM) methods have been used to charactetement-bone interface in cemented total hips using multi-axial
ize the debonding of the cement-bone interface under a varietyfaflure models, but the constitutive models for the interface were
loading conditiong 10]. In addition, cohesive zones have beemot chosen based on detailed mechanics of the cement-bone inter-
added to the LEFM methods to account for the bridging that oface [18]. Thus, at present, we are limited in our abilities t¢: 1
predict the failure response of the cement-bone interface due to
ICorresponding author: Dr. K. A. Mann, Department of Orthopedic Surgery, ughechanical loading, and) 2ssess the effectiveness of predictive
S:E,itse) L\ﬂeidg:;éSUr;i\;igi%) 1562 gg;;AdamS Street, Syracuse, New York 13210, Rinite element models in simulating the failure process.
( Contributed Yby the Bioengineeriﬁg Division for publication in tH®URNAL OF Ong difficult prObIem n predl.Ctl.ng th.e response of the Cemen.t-
BIOMECHANICAL ENGINEERING. Manuscript received Jan. 2001; revised manubONe interface is the large variations in bone morphology avail-
script received Mar. 2002. Associate Editor: T. M. Keaveny. able for interdigitation. Ideally, it would be best to be able to
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Fig. 1 Experimental (a) and computational models with frontal (b) and oblique
side (c) views of the bone-cement section. For a scale reference, the loading pin
had a diameter of 6.35 millimeters

predict the mechanical properties of the cement-bone interfaceviaries depending on positidfig. 1A). The cross sectional model
a specific region of the joint replacement using a non-invasiaso provided direct visualization of the cement-bone failure pro-
method. A clinically applicable approach analogous to predictingess. Eight cement-bone constructs were created for mechanical
bone mechanical properties using quantitative computed tomogtesting from a single fresh-frozen human femur. The femoral head
phy (QCT) would be most useful. To that end, predicting cementvas removed and the canal was broached followed by water lav-
bone interface properties from QCT properties has been page. Polymethylmethacrylate cementSimplex, Stryker-
formed previously with some succedd9]. However, the Howmedica-Osteonics, Rutherford, Ndas mixed under vacuum
predictive capabilities of the approach were only moderately sugnd introduced into the femoral canal in a retrograde fashion.
cessful. The ramifications of this lack of specificity in assigningroximal pressurization was achieved using a cement impactor.
material properties must be assessed in any predictive model@fer curing, the femur was sectioned in 10 mm increments, fol-
cement-bone mechanics. . . lowed by drilling and insertion of a loading pin that was fixed to
The non-linear fracture mechanics methods, as applied {#: cement using epoxy.
simple cement-bone specimens, appear promising in reproducinghe posterior half of the bone section was removed leaving a
the structural behavior of physical experimeflS]. However, cement mantle with loading pin and the anterior half of the bone
these models have not been applied to more complicated Speglation. The cement was well interdigitated with the trabecular
mens to validate their effectiveness for use in the study of bongsne in all specimens and the mantle extended to the endosteal
implant systems. Thus, the main goal of this work was 10 detelica| wall in each case. A small groove, from front to back, was
mine if a series of model-specific finite element modéfsat .\, e 4t the extent of cement penetration in the lower right corer

incorporated the non-linear fracture mechanics appoaotild ¢ o snecimen to insure that failure would initiate along one
reproduce the failure response of experimentally loaded ceme )

h . ge of the interface. The specimens were placed in a test fixture
bone constructs. A secondary aim was to determine how spec I¢"an Instron loading framénstron Corporation, Canton, MA
changes in the cement-bone interface models, due to lack of SPp§, ' '

5t provided simple supports for the bone. Application of trans-
ficity of indirect QCT measurements, affected the global structur, . . CoEE .
response of the finite element models. If proven successful, t\? rse force to the pin was achieved through a rigid loading bar on

approach could then be extended to predict the locations of inttta e ba_ck of the specimen using displacement control at a rate of1
facial failure in cemented total joint replacements. mm/minute. A rotary bearing was used between the loading bar

and loading pin to allow the loading pin to rotate freely. The
Experimental Methods. A cemented femoral section wasloading bar-loading pin combination produced a uniform displace-

chosen as the model geometry for this experiment because it givesnt of the pin relative to the bone through the thickness of the

a combination of tensile and shear loading along the interface ttsgpiecimen. The displacement of the base of the cement, below the
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loading pin, was monitored throughout the test using an LVDT
and applied load was measured using the load cell of the tes(g)
frame. The resultant load-displacement response was used to ir
dicate the global structural response of each specimen to failure o, L
Three parameters were used to describe each load-displaceme
curve. Theultimate loadwas the largest load supported by the
structure and thenergy to failurewas calculated as the area under
the load-displacement curve. To describe the softening response ¢
the structure, thelisplacement at 50 percent of the ultimate load
in the softening region was calculated. In addition to the global
measure of failure, macrophotographs were taken of each tes
specimen at several time points throughout the test to further i
document the experimental failure process. All tests were per- 8y
formed in laboratory air at room temperature. Care was taken tc
keep the specimen moist during preparation and testing.

Normal Stress, o
3

Opening Displacement (&)

Quantifying Cement-Bone Interdigitation. For each speci- (b)
men we quantified the amount of trabecular bone that was inter-
digitated with the cement using a multi-step approft®l. This
information was needed to assign material properties to the P
cement-bone interface in the computational models. A short de-
scription of the multi-step approach follows. First, the density of
the trabecular bone was estimated using quantitative compute:
tomography(QCT). Computed tomography scafGeneral Elec-
tric HiSpeed Advantage, Milwaukee, Wbf the femur were made
after the femur was broached but before introduction of the ce-
ment. Scans were made using a bone algorith2® kV, 170 mA,

29, with 10 mm spacing in the axial direction which corre- )
sponded to the physical section locations. The resulting pixel anc
voxel size was 0.038 mfrand 0.190 mry respectively. A dipo-
tassium phosphate phantof®-300 mg/ci K,HPO,) was used

to convert CT numbers to a representative quantitative computggl:- 2 Interface elements were assigned piece-wise linear
tomography(QCT) density[20]. constitutive models for both normal direction (a) and shear di-

After cementing of the femur and sectioning, each section wigtion (b) loading
photographed and scanned as a digital image that could be over-
laid with the corresponding CT scan. The photographic images
were used to determine the extent of cement penetrétiement mode to create the three-dimensional model. Each model con-
line) into the bone. The CT scans were used to define the broagheq of 1318 fifteen and twenty noded wedge and brick elements
line in the bone because it was often difficult to differentiate thgjith a total of 6503 nodes. The cement, steel loading pin, and
trabecular bone from the cement in this region. These two linggg| loading bar were assigned elastic moduli of 2200 (224
provided the region of bone that was interdigitated with cemenigg Gpa, and 200 GPa, respectively. The cortical bone was as-
For image analysis, each specimen was evenly divided into Yigned a modulus of 11500 MPa that is typical for the transverse
circumferential sectors and the average thickness of interdigitatigiystic modulus reported for human cortical b¢28]. The trans-

(tiny) was determined for each. The average QCT density of thgrse modulus was chosen because this was the primary loading
interdigitated region g;,,) was also determined for each sectopjane for the transverse sections. The cortical bone modulus was
using NIH Image(National Institutes of Health, Bethesda, MD ot hased on the CT scan values because CT measurements typi-

Quantity of interdigitated boneq,;) was then determined for 41y have not been shown to be good predictors of bone modulus
each sector using: [23]. No regions of trabecular bone were present in the model,

Qini= Pint* tint (1) except for regions that were interdigitated with the cement. This

) ) o precluded the need for individual bone properties assigned to tra-

The g values for each slice surface were used in the finite elgecular bone. Regions of cement with interdigitated bone were
ment models to assign material properties as described below.assumed to have the same material properties as the cement. A

Poisson’s ratio of 0.3 was used for all materials. The model was

Computational Methods: Use of Constitutive Failure Mod- fixed along the base of the bone to prevent translation in the
els. The computational models were used to determine if it wasrtical (y) direction.
possible to reproduce the structural response of the experimentaditerface elements were placed at the extent of cement penetra-
test specimens. To this end, the geometry, material and interfaima into the bone because this was where interfacial failure was
properties were assigned based on parameters that did not reqgigtend in previous cement-bone mechanical tegi®]. The
a priori physical loading of the experimental specimens. The geement-bone interface elements consisted of three-dimensional,
ometry was obtained from the macrophotographs of the test spasbparametric, quadratic continuum elements that were modeled
mens before mechanical testing and material properties werga very thin layef0.1 mm thick. These elements were initially
taken from the literature. Cement-bone interface properties wateveloped for geotechnical applicatiof4] and have been ap-
estimated using data from a previous experimeif] that was plied previously to the study of load transfer in bone implant
used to determine a relationship between the quantity of interdigiystems with Coulomb friction interfac¢25,26. For this study,
tated bone and specific strength and toughness parameters forthigecement-bone interface was assigned piece-wise linear consti-
interface. Details for each of these steps follow. tutive models for loading in out-of-plane normal and in-plane

Three-dimensional finite element modéfsg. 1B) were created shear directions. The constitutive models were based on a non-
for each of the eight experimental models based on the macroplinear fracture mechanics formulation that is an extension of the
tographs of the test specimens before mechanical testing. LinBargdale-Barenblatt approach to predicting fract[2&]. In the
lofting was used between the front and back surfaces of eacbrmal direction, the interface can support tensile loads up to a

Shear Stress, ©
bl
0w

st
Sliding Displacement («Ss)

464 | Vol. 124, AUGUST 2002 Transactions of the ASME

Downloaded From: https://biomechanical.asmedigitalcollection.asme.org on 06/28/2019 Terms of Use: http://www.asme.org/about-asme/terms-of-use



E
£
@
=3 o
g =
< c
[C]
& -
-~ 0
£ @Q
=3 £
s =]
9_) 3
] e
2 g
2 2
. g .
2
] . T T r Y T r T 0 1 ; T Y T T T
0 100 200 300 400 500 600 700 K o] 100 200 300 400 500 600 700
Quantity of Interdigitated Bone, q, . (mg/cc-mm) Quantity of Interdigitated Bone, q;.. {(mg/cc-mm)
7 E 4.5 [}
& 4 . F
~ B
g g 5| @ L
~ 5 wm
= " 3 A L
£ 47 8 2.5 b
) £
g 37 g’ 2 1 3
& ~ 1.5 -
5 2] <4 L
) > 11
s 11 2
£ 54 O F
a o ® o o
0 v T T T T T T T T S 0 - T T T T T T T
0 100 200 300 400 500 600 700 800 900 5 0 100 200 300 400 500 600 700 800 900

Quantity of Interdigitated Bone, q;,, (mg/cc-mm) Quantity of Interdigitated Bone, q;,, (mg/cc-mm)

Fig. 3 Tensile strength (a), shear strength (b), tensile fracture toughness (c), and shear fracture toughness (d)
results as a function of quantity of interdigitated bone. These relationships were used to assign interface param-

eters in the present study based on previous data of simple tension and shear specimens [21]. Linear regression
results with 99 percent confidence intervals of the mean and slope are shown

peak tensile stresss{) followed by a softening region until the 8=2Gy/o, and 84=2Gi/T, (4)
interface no longer supports any lo&gig. 2A). This point is

termed the critical interface opening displacemeiytX. The area |t should be noted that the displacement of the interface associated
under the stress versus opening displacement curve represents, kg pre-yield normal k,) and shear stifinessk() were negli-
energy absorbed in debonding the interfaGg and thus is an giple when compared to the critical displacements and were not
indicator of the fracture toughness of the interface. The initigheciuded in Eq. 4. In the finite element models, the cement-bone
stiffness of the interface in tensioiky) is chosen to provide the jyterface was divided into twelve distinct regions corresponding to
same modulus as the bone cem2,000 N/mm for the 0.1 MM 6 regions measured in the experimental specimens. For the front
thick interface. In compression, the interface has the same stiffjaif of each model, six regions were defined based gndata
ness as in tensiork() and can support infinitely large loads. Agrom the front face of each physical specimen. For the back half
similar model is applied in the shear directidfig. 2B), except f each model, the six remaining regions were defined based on
the shear model is anti-symmetric. _ . the qy values for the next adjacent slice.

The strength and_ fracture toughness aS_S|gned to Fhe interfacg g |0ad was applied to the loading pin through a loading bar in
elements were estimated based on previous experimental d@i&same manner as the experiment. To simulate the rotary bear-
from simple cement-bone test specimens loaded to failure usifg interface elements with no-tension and no friction in shear
tension or shear loading@1]. The goal of these previous experi-pahayior were included at the junction between the loading pin
ments was to determine a relationship between the quantity 8{q |oading batFig. 10. A uniform distributed load was applied
interdigitated bone (g) at the cement-bone interface and specifigy the loading bar in the-y direction. An extra layer of low
test parameters. From these experiments, we found that figqulus elements was inciuded above the loading(Biy. 10
strength an_d frac_tu_re toughness _could be estl_mated based ondhg was fixed at the top to preveptranslation. The purpose of
quantity of interdigitated bone using both tensile and shear loaglis jayer of elements was to control vertical displacements of the

ing (Fig. 3). Regression equations: loading bar consistent with the displacement controlled experi-
Up:0-00443Qim and rp=0.0070¢qim ) ment. This additional layer of soft gllement.s therefore served to

give the structure an overall positive stiffness, although the

G,=0.0015%q;,; and G¢=0.00329 q;., (3) cement-bone interface region could actually have a negative tan-

gent stiffness during the softening response. The load through the
cement-bone interface was calculated by subtracting the load
rjiprough the soft layer from the applied load. All analyses were

were developed to define the tensile,J and shear strengths
(7p), as well as tensileG,) and shearGs) fracture toughness as

linear functions ofy;,; . The correlations between the independe X onducted using the finite element code GNONMEDrmell Uni-

variables andy;,, were moderatér’=0.38 to 0.3 and were sig- . : - . .
nificant (p<<0.0001. In the previous work, the softening respons%;r\fg’wlittuagzl o’\tl)ZI fgg&gt oﬁeféﬁggncﬂ'tllogepderi%gate gradient

of the simple test specimens was not found to correlate well wi
the quantity of interdigitated bon@®=0.012 to 0.044, p0.5). Computational Methods: Parametric Study. Two paramet-
Therefore, for the present study a linear softening response wasstudies were performed to determine the sensitivity of the load-
used and the critical openind{;) and sliding @) displacements displacement response of the finite element models to changes in
would be calculated using: interface parameters. The first study evaluated the effect of chang-
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180 values, the 99 percent confidence interval bound reaches zero-
160 - strength or zero-fracture toughness lev@lig. 3).

— Experiment In the second parametric study, we applied the upper 99 percent
= 140 - = Finite Elerent confidence interval values for strength and fracture toughness to
5 1204 each of the glght finite element models. For each model, the upper
$ 1004 confidence interval values of the strength and fracture toughness
A measures were used in tandem. That is, the upper bound value of
T 80 interface strength was used along with the upper bound value of
= 60 fracture toughness. This approach allowed us to account for some
2 of the uncertainty in the;q regression relationships and provided

40 a measure of the bounds of the structural responses that could be
20 expected by these uncertainties.
0 T ' T Experimental Results. The experimental load-displacement
0 0.5 1 1.5 responses included linear behavior to a peak load followed by a
Global Displacement (mm) large post-yield region that supported decreasing loads until the
supported load was smdlFig. 4). The experiments were stopped
Fig. 4 Typical load versus displacement plot for an experi- after total displacements of about 1.5 mm and typically a small
mental test and finite element model ligament of the cement-bone interface still supported some load,

but this load was small when compared to the peak load carried by
the specimen. Seven of the eight specimens exhibited the afore-
ing the interface strength and fracture toughness independenfigntioned type of response. One specimen had a substantial sud-
For one of the finite element models, the nominal interfacden drop in load coinciding with extensive opening of the cement-
strength was increased or decreased by an amount equal to th®oe interface after the ultimate load was reached. Following this
percent confidence interval values of thg, measuregFig. 3 €pisode, structural softening occurred in the same pattern as the
while maintaining the fracture toughness at nominal levels. Fglemainder of the test specimens. Failure always initiated from the
lowing this, the fracture toughness was increased or decreasedigjjit portion of the interface at the location of the prenotely.
99 percent confidence intervals while keeping the interfads. At peak loading, debonding of the cement-bone interface was
strength at nominal levels. This approach provided insight infeot noticeable. Progressive failure of the interface corresponded to
how changes in specific interface parameters affected the ovetagireasing amounts of structural softening of the load-
structural response of the cement-bone specimens. It shoulddigplacement response.
noted that when the interface strength or fracture toughness valuebltimate load (?=0.70, p<0.01) and energy to failure(r?
were decreased by the 99 percent confidence interval values, soat®76, p<0.009 were significantly and positively correlated with
interface strengths were set to zero. This is because at jgw the averagedaverage value of 12 regions for each specimen

Load-Displacement Plots Experimental Specimens Finite Element Deformed Shapes

At Peak Load

In Softening
Region

At Final
Failure

Fig. 5 Displacement behavior of the experiment and corresponding finite element models at peak load (ulti-
mate) in the softening region and at final failure
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Table 1 Linear regression relationships and errors between experimentally measured versus

finite element predicted structural parameters

Load-Displacement Exp. vs. FEA Exp vs. FEA

Parameter Correlation ¢?) Significance(Slope Mean Error(%) Error Range(%)
Ultimate Load 0.80 p<0.003 23.9 3.1t0 49.9
Energy to Failure 0.23 p>0.20 38.2 20.7 to 65.1
Displacement at 0.27 p>0.20 52.2 13.3t0 714

50% Ultimate Load

quantity of interdigitated bone found at the interface. The relation-
ship between the average quantity of interdigitated bone and tt
displacement at 50 percent of the ultimate load was not correlate
in the experiment$r’=0.15, p>0.3).

sured

Computational Results. The finite element models with the
non-linear interface constitutive models exhibited a qualitatively g
similar global load-displacement response when compared to tt=
experiments(Fig. 4). In the example shown, the finite element =
model resulted in a reasonable estimate of ultimate load, but ui'’g
derestimated the energy to failure and the displacement at 50 p¢£
cent of the ultimate load. In the models, there was a general line: &
response to the ultimate load followed by a large region of struc
tural softening until the model supported small or negligible loads
Debonding began on the right side of the cement-bone interfac
(Fig. 5 and propagated in a similar fashion as the experiment.

Comparison between finite element predictions of structural be
havior and actual experimental behavior revealed mixed result
Using linear regressiofiTable 1), a strong correlatiorir?=0.80,
p<0.003 was found between experiment and finite element pre
dicted ultimate loadgFig. 6A). Overall the mean error was 23.9 8
percent. For specimens that failed at lower loads, the errors b §
tween predicted and experimental ultimate loads were smal2
However, at higher failure loads, the finite element models tende >
to under-predict the ultimate failure load. Using a paired t-test.8
there was not a significar{p>0.2) difference between the ulti-
mate load predicted by the finite element models and that me:’
sured in the corresponding experiments.

The finite element results under-predicted the energy to failur
for each of the eight test specime(fsig. 6B) with an average
error of 38.2 percent. This difference was statistically significan
as tested using a paired t-tépt<0.01). The correlation between
experimentally measured and predicted energy to failure was po
(r’=0.24) and was not significar(p>0.2). The finite element
models were least successful in predicting the post-yisddten-
ing) responséFig. 60). The errors found comparing the displace-
ment at 50 percent of the ultimate load were the highest of all ¢
the parameter&2.2 percent The finite element models predicted
significantly lower displacement at 50 percent of the ultimate loax
when compared to the experimer{{s<0.005. Correlations be-
tween model and experiment for this parameter were weak (I
=0.27) and not significantp>0.2). This indicates that the finite
element models were quantitatively least effective in capturing th
structural behavior of the post-yield response.

tall

penmen

Ex

imentally Measured

=

Expe

Results from the Parametric Studies. Changing the magni-
tudes of the interface model parameters did not have a straigt
forward effect on the structural response of the cement-bon
specimens. Increasing the interface strength by 99 percent confi-
dence interval values increased the ultimate load by 13.5 percent
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129 (o) &
*~—
1
r—
08 —
0.6 1
r— i
0.41 &t
0.2 s . .
02 0.25 03 0.35 0.4

Finite Element Predicted

(Fig. 7A), whereas decreasing the interface strength by the §®. 6 Comparison between experimental measurements and
percent confidence interval values resulted in a 37.9 percent @gite element predictions for the eight test specimens. Results
crease in the ultimate loa@able 2. This is thought to be due to for ultimate load = (a), energy to failure - (b) and displacement at

the fact that at low g levels the lower 99 percent confidenc
interval band actually predicts zero strength. Thus numerous €
ments at the interface were assigned properties with no strength,

e50 percent of the ultimate load
nt results for models using interface parameters determined
"+99 percent confidence intervals for interface strength and

Yture toughness (see Fig. 4). A regression line for the experi-

(c) are shown. Error bars repre-

this case. Adjusting the interface strength by the 99 percent cGfent versus finite element prediction is shown as a solid line.

fidence interval levels did not have as large an effect on the prehe dotted line indicates a perfect correspondence

(unity

dicted energy to failure, but had a marked effect on the displacgepe ) between experiment and finite element results
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(a) 2% energy to failure, and displacement at 50 percent of the ultimate
10 { N load (Fig. 6). These' are shown as error bars in the figure. Also
160 | I/ { shown is a dotted line representing a pt_erfect corresp_ondence be-
I —e— normal tween model and experiment. For the ultimate load ¢Bie 6A),
1401 T o imertas S inclusion of 99 percent confidence interval values in the finite
element models bounded the experimental results in five of eight
cases. The three cases with the largest experimentally measured
loads were still under-predicted by the finite element models.
Similar results were found for the energy to failure predictions
(Fig. 6B). Here, the 99 percent confidence interval values resulted
--------------------- in predictions that bounded the experimental data in three cases,
20 1 Semeem T with two additional cases approaching the experimental data. The
o . final comparisor(Fig. 6C under-predicted the displacement at 50
° o8 ! 18 percent of the ultimate load in seven out of eight cases.
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Discussion

180 The results of this study suggest that finite element models with
1601 A\ —e— nomal non-linear constitutive models at the cement-bone interface could

\ — ——- 499% Cl Fracture Toughness . . i I
140 N e -89% Cl Fracture Toughness qualitatively reproduce the structural response 01_‘ p_hyS|caI experi-
ments. The models were most successful in predicting the ultimate
load of the experimental specimens. For the eight test specimens,
the finite element models with an average error of 23.9 percent
could predict 80 percent of the variability in the experimentally
measured ultimate load. However, the models were least success-
ful in predicting the energy to failure and the shape of the post-
yield response.

The finite element models used in this study relied on non-
linear constitutive models at the cement-bone interface to repro-
duce the structural response of the experimental specimens. In
turn, the non-linear constitutive models used a set of experimental
Fig. 7 Parametric finite element studies of the cement-bone data relating the strength and toughness of the interface with the

structures where interface strength (a) and interface fracture local morphology of the interfacéquantity of interdigitated
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toughness (b) were modified from nominal values in the inter- bone. Thus there were two main sources of error in the predictive
face element models. The 99 percent confidence interval values capabilities of the finite element models. First, the shape of the
shown in Fig. 3 were used in place of nominal values for each constitutive model response may not adequately be reflected in the
case current model. Second, the magnitudes associated with parameters

describing this constitutive model response could be in error.

In the present study we assumed a piecewise linear response of
ment at 50 percent of the ultimate load measurements. Tliiee cement-bone interface to describe the failure mechanism. In
suggests that the shape of the post-yield response can be depiémple tensile or shear experiments of small cement-bone speci-
dent on the magnitude of the interface strengths. When the interens, a wide range of post-yield responses have been noted, from
face fracture toughness was changed-@®9 percent confidence linear to exponential decays from a peak load. Unfortunately,
interval values, a corresponding increase or decrease in structtinere was poor correlatio?=.012 to 0.04% between the post-
energy to failure was recordéHig. 7B). Changing fracture tough- yield response and any of the parameters measured to describe the
ness values also had large effects on the predicted ultimate loaginent-bone interfadd 9]. Due to the lack of good predictors of
even though the interface strength values were not modified. Tite post-yield response, we chose a linear response. Further im-
effect of changing fracture toughness values on the displacempmyvements in the predictive capabilities of the post-yield re-
at 50 percent of the ultimate load was of similar magnitude as thgtonse could be made through improved characterization of the
found for the interface strength parameter study. cement-bone interfade8].

In the second parametric study, both the strength and energy td he values assigned to the strength and toughness parameters in
failure parameters were increased to the 99 percent confidetice interface models were based on regression relationships that
interval values in each of the eight finite element models. In alNere statistically significant, but still with a substantial amount of
cases, the changes resulted in increased predicted ultimate |l@agberimental scatter. The models were first analyzed using the

Table 2 The change in global structural response after interface strength and fracture tough-
ness were adjusted based on  +99 percent confidence intervals of the quantity of interdigitated
bone relationships (Fig. 3). Interface strength and interface fracture toughness were adjusted
independently in this parametric study

Change in Change in energy Change in displacement
Interface Parameter Modified  ultimate load(%) to failure (%) at 50% of ultimate load%)
Interface Strength99% +13.5 3.9 -20.4
Confidence Interval
Interface Strength99% -37.9 -7.7 42.7
Confidence Interval
Interface Fracture Toughness +5.4 +33.2 +39.1
+99%Confidence Interval
Interface Fracture Toughness -30.2 -33.1 -13.5
—99% Confidence Interval
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mean predicted strength and toughness values, with values g®ach to predict the failure process of cemented joint replace-
signed for twelve cement-bone interface regions in each modsgients, then the direct measure of interface or bone material prop-
As a measure of the effect of the scatter in these relationships, @&es would not be possible.

assigned interface strength and toughness parameters using 99 addition to the issues mentioned above, there were several
percent confidence interval values of the mean and slope of ®iger limitations of this study. No biological changes that may
regression relationships. Changes in the structural response u§lfgur at the cement-bone interface were included in this study.
these 99 percent confidence interval values were as large asRgirievals of well-fixed femoral components have revealed intact
percent of nominal values. However, using 99 percent confiderg@Ment-bone interfacei2], but once yield of the cement-bone
interval values only provides a first estimate of the possible vaffitérface is reached, there may be biological changes to the inter-
ability. Experimentally, there were many members of the popu%zce in additional to mechanical degradation. All testing was con-

tion sample that extended beyond the confidence interval bou ted.under qu.asi-static ;ingle-cycle ]oading and did not inclu_de
any fatigue loading. Certainly the loading of the cement-bone in-

(Fig. 3. Thus, even larger changes in the structural reSPONSE i cein vivo will experience cyclic loading as the primary load-

the finite element models could be expected. The predictive err?ﬁa mechanism. Future testing for constitutive model development

from the_f|n|te element models were quite low in comparison 19,y o computational modeling should incorporate fatigue load-
the possible errors based on the interface model regression r

. . . -  in the failure response. Cementing was performed under ideal
tionships. Th|§ suggests that the averaging affect over the er.1t¢r ditions, both in the present study and in the previous work
cement-bone interface may have reduced the errors in the finiigq o develop the constitutive models. Cement-bone specimens
element resul_ts _presen_ted here. Nonethele_ss, the fact that the f'ﬁﬁ,f'pared in the presence of blood, marrow, or venous back pres-
element predictions with 99 percent confidence interval boundgre could affect the mechanical strength of the cement-bone in-
did not span the experimentally measured parameters for manyt@face[34]. Only one bone was used in this study, so compari-
the cases studied here suggests that further improvement in da@s between the response for different donors could not be tested.
assignment of interface model parameters is needed to imprayeéwever, in previous experiments with simple tensile or shear
the capabilities of this approach. tests[21], we found that bone donor was not a significant covari-
To the authors’ knowledge, there have not been other studae after the quantity of cement-bone interdigitation was included
where the validity of computational models have been assessedegression models. Therefore, the finite element models and
for complex cement-bone structures. However, finite elemeexperimental results found for the one bone used in this study
modeling has been used to predict the failure response of whekould be equally effective for other bones from different donors.
bone structures such as the proximal femur and spine vertebradn summary, it appears that the non-linear fracture mechanics
Lotz and coworkerg§29] used QCT based non-linear finite ele-approach presented here is generally successful in predicting the
ment models of the proximal femur to predict the onset of struétrength of complex cement-bone structures, but is less useful in
tural yielding and load to fracture. For two specimens loaded R§edicting the post-yield response of these structures. Improve-
simulate a fall, errors between finite element models and expefénts in the specificity of the post-yield behavior of the cement-
ments were between 4 percent and 22 percent. Using much mbpae interface are needed to further improve the predictive capa-

refined finite element models, Keyak et E80] found a strong bilities of these models. Therefore, future work with these
ositive correlation(r2=0.75 p,<0 0002 between finite element interface models should aim to enhance the post-yield predictions
P T ) l?rough additional morphological information about the regions of

predicted fracture load and experimental fractured load for % ment interdigitated with trabecular bone and bone adjacent to

proximal femurs tested in a stance qonfiguration. The predict cement. Direct measurement of interface morphology would
frac_;ture strength was often underestimated for thesg mc(delsbe a first step towards this goal. A second goal could be to extend
typical error was on the order of 50 percgreind was attributed t0 e cyyrrent models to fully three-dimensional structures, such as
differences in the point of measurement between the model ented total hip replacements where the interface elements
experiments. In a different studp1], CT based finite element ¢o,|q pe assigned properties based on regional variations in
models of vertebral sections were also used successfully to corggment-bone interdigitation. With this approach, the initiation and
late yield strength €r>0.86) of corresponding experimentalprogression of cement-bone interface failure could be determined
specimens. Errors between the finite element analysis and expgsi-these structures.
ment in predicting yield strength was reported to be typically
within 25 percent for the 18 specimens tested. The results of the
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