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Summary
Repeated dose toxicity is of the utmost importance to characterize the toxicological profile of  
a chemical after repeated administration. Its evaluation refers to the Lowest-Observed-(Adverse)-Effect-
Level (LO(A)EL) explicitly requested in several regulatory contexts, such as REACH and EC Regulation 
1223/2009 on cosmetic products. So far in vivo tests have been the sole viable option to assess repeated 
dose toxicity. We report a customized k-nearest neighbors (k-NN) approach for predicting sub-chronic  
oral toxicity in rats. A training set of 254 chemicals was used to derive models whose robustness was 
challenged through leave-one-out cross-validation. Their predictive power was evaluated on an external 
dataset comprising 179 chemicals. Despite the intrinsically heterogeneous nature of the data, our models 
give promising results, with q2 ≥ 0.632 and external r2 ≥ 0.543. The confidence in prediction was ensured 
by implementing restrictive user-adjustable rules, excluding suspicious chemicals irrespective of  
the goodness in their prediction. Comparison with the very few LO(A)EL predictive models in the literature 
indicates that the results of the present analysis can be valuable in prioritizing the safety assessment 
of chemicals and thus making safe decisions and justifying waiving animal tests according to current 
regulations concerning chemical safety.
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which there is no significant response (Sand et al., 2008); the 
latter indicates the lowest dosage at which adverse effects arise 
compared to a control group (e.g., onset of an adverse effect) 
(Sakuratani et al., 2013). 

the NO(A)el and lO(A)el are usually based on in vivo 
studies following diverse protocols that differ in the exposure 
period, the animal model (rodent or non-rodent species) and the 
exposure route (oral, inhalation or dermal) (SCCS, 2012). The 
present study focused on RDT data for sub-chronic (90 days) 
oral exposure in rats because this kind of data is easily acces-
sible and oral exposure is the standard route of administration 
for assessing systemic toxicity.

the NO(A)el serves to determine both the acceptable daily 
intake (ADI) by the application of uncertainty factors (World 
Health Organization, 1999; Sand et al., 2008) and the reference 
dose (RfD). The safety of a substance is thus estimated by com-
paring these values with the human safety threshold (Kalberlah 
et al., 2003). As regards the evaluation of cosmetics toxicity, 
NO(A)el is useful to calculate the margin of safety (MoS), 
indicating the potential toxicity for human health of substances 
contained in a cosmetic formulation (SCCS, 2012). 

1  Introduction

there is growing concern about the safety assessment of chem-
icals and their effects on human health and the environment. 
In parallel, there is great attention towards alternative methods 
(i.e., in vitro and in silico approaches) for investigating poten-
tially harmful substances in place of in vivo experiments, which 
are time-consuming, expensive and ethically questionable 
(Kroes et al., 2007). 

Several regulations, such as Registration, evaluation, Au-
thorization and restriction of Chemicals (REACH) (European 
Commission, 2006) and the EC Regulation on cosmetic prod-
ucts 1223/2009 (European Commission, 2009), have been 
issued by the European Union (EU) in the last few years. 
Regulators explicitly require the evaluation of repeated dose  
toxicity (RDt),  as it provides valuable information about adverse  
effects that may arise upon repeated exposure to a certain 
substance over a limited period of time (SCCS, 2012; Sakura-
tani et al., 2013). RDT studies give the no observed (adverse)  
effect level (NO(A)el) and the lowest observed (adverse)  
effect level (LO(A)EL). The former is the experimental dose at 

http://dx.doi.org/10.14573/altex.1405091which
http://dx.doi.org/10.14573/altex.1405091


Gadaleta et al.

Altex 31, 4/14424

ReACH too requires information on RDt in terms of NO(A)el 
and lO(A)el for substances manufactured or imported in quan-
tities ranging from 10 to 1,000 tons per year (annexes VIII and 
IX) (Lilienblum et al., 2008). As regards the Chemical Safety 
Assessment (CSA), the NO(A)el is necessary to obtain DNels 
(derived no effect levels) (ECHA, 2008). Where a NO(A)EL 
is missing, lO(A)el can be used, applying uncertainty factors 
(SCCS guideline, 2012; ECHA, 2008; European Commission, 
2006; Setzer and Kimmel, 2003).

NO(A)el and lO(A)el are strongly dependent on the 
number of experimental doses and the intervals between doses 
(Filipsson et al., 2003). Neither gives an accurate assessment 
of the real dose at which an effect occurs (lO(A)el) or does 
not occur (NO(A)EL). They are not calculated on the basis of 
dose-response curves, but can be any level ranging from the 
lowest to the highest dose tested (Tluczkiewicz et al., 2013). 
As a result, NO(A)el and lO(A)el approaches have been 
harshly criticized and the benchmark dose (BMD) evaluation 
has been proposed to assess RDt better in place of the tra-
ditional approaches (Setzer and Kimmel, 2003; Sand et al., 
2008). Although it is well known, the BMD based approach 
has not fully replaced those based on NO(A)el and lO(A)el 
(Kodell, 2009).

ReACH strongly encourages the use of alternative methods, 
such as quantitative structure-activity relationship (QSAR) 
models and, more generally, in silico strategies (Gissi et al., 
2014). Since March 2013, the use of animals for toxicity testing 
of cosmetic products has been banned (Pauwels and Rogiers, 
2010). The use of toxicological evidence from QSARs can re-
duce or replace in vivo assays according to the 3Rs principle 
(Replace, Reduce, Refine) (Russell and Burch, 1959). Despite 
all efforts in this direction, reliable alternative methods still do 
not exist (SCCS, 2012; Adler et al., 2011). Therefore, there is 
a need to develop reliable and scientifically valid methods that 
can properly predict toxicological data.

to date, there are no models for the NO(A)el assessment, 
though some attempt has been made to model LO(A)EL data. 
For instance, a module for modeling lO(A)el has been imple-
mented in the commercial software TOPKAT (http://accelrys.
com/mini/toxicology/predictive-functionality.html). De Julián-
Ortiz et al. (2005) and García-Domenech et al. (2006) mod-
eled chronic lOel data by means of different algorithms based 
on multiple linear regression (MlR) and linear discriminant 
analysis (LDA). Mazzatorta et al. (2008) developed a QSAR 
model based on lO(A)el data related to chronic oral toxicity 
in rats. More recently, Sakuratani et al. (2013) proposed, within 
the Hazard Evaluation Support System (HESS), a model for 
predicting RDt using toxicological categories based on lO(A)
EL data. 

the aim of this work is to provide a new tool for predict-
ing lO(A)el using a simpler approach, based on the k-nearest 
neighbors (k-NN) algorithm that can provide toxicological in-
formation on the substances and at the same time supports the 
use of alternative methods. Similarity-based approaches, such 
as k-NN algorithms, have already proven effective in modeling 
a number of complex endpoints (Cassotti et al., 2014; Raevsky 
et al., 2011; Stoyanova-Slavova et al., 2014). This present study 

proposes a valuable in silico method as an option to back up 
animal models, provided the conditions we identified are met.

2  Materials and methods

2.1  Experimental data
three sources were taken into account to build the training set 
(tS) of the k-NN model.
1. The Munro database (2006) was downloaded from OECD 

QSAR Toolbox (version 3.1) (freely available at http://www.
qsartoolbox.org/). It includes LO(A)EL and NO(A)EL data 
related to 613 organic chemicals used in industrial, environ-
mental, consumer and food substances likely to be encoun-
tered in commerce.

2. HESS (Hazard Evaluation Support System) database, taken 
from the OECD QSAR Toolbox. It contains information re-
lated to RDT (LO(A)EL and NO(A)EL) for 502 industrial 
chemicals. 

3. EPA’s Integrated Risk Information System (IRIS) data-
base, available at http://cfpub.epa.gov/ncea/iris/index.
cfm?fuseaction=iris.showSubstanceList, includes LO(A)EL 
and NO(A)EL related to 557 substances. 

The external validation set (VS) was taken from the RepDose 
database, which includes 761 LO(A)EL and NO(A)EL studies 
on 438 different substances. The data can be consulted at http://
www.fraunhofer-repdose.de/. Only fully reliable data or data 
with minor deficiencies was considered in the construction of 
the VS. 

In order to have consistent data, only values gained in sub-
chronic toxicity studies (from 84 to 98 days) of oral exposure 
(gavage, diet, or drinking water) were taken into account. Since 
interspecies differences between rats and mice in RtD data are 
reported in the literature (Escher et al., 2013), we selected only 
data related to studies on rats (Rattus norvegicus). LO(A)EL 
were for male and female rats. However, we did not consider 
data related to reproductive effects in females. Inorganic com-
pounds, isomeric mixtures, metal complexes and data related 
to mixtures of chemicals were rejected. Ionized structures were 
neutralized and counterions eliminated. The numerical values 
were converted to a logarithmic scale.

Canonical SMIleS for each retained chemical were retrieved 
from public online databases (ChemIDplus (http://chem.sis.nlm.
nih.gov/chemidplus/), PubChem (https://pubchem.ncbi.nlm.nih.
gov/)). Duplicates were detected through a multiple check of ca-
nonical SMILES and CAS number of each compound. In case 
of multiple data per compound, the lowest value was retained 
as a precautionary approach. Finally, the data were checked and 
combined to give a TS and a VS of 254 chemicals (138 from 
HESS, 99 from Munro and 17 from U.S. EPA’s IRIS) and 179 
chemicals, respectively. 

2.2  k-Nearest neighbors
A k-NN algorithm was applied to obtain lO(A)el predictive 
models. This algorithm is the simplest among those used in ma-
chine learning and can estimate the outcome (i.e., a continuous 
or categorical value) of a query point (i.e., a target compound) 

http://accelrys.com/mini/toxicology/predictive-functionality.html
http://accelrys.com/mini/toxicology/predictive-functionality.html
http://www.qsartoolbox.org/
http://www.qsartoolbox.org/
http://cfpub.epa.gov/ncea/iris/index.cfm?fuseaction=iris.showSubstanceList
http://cfpub.epa.gov/ncea/iris/index.cfm?fuseaction=iris.showSubstanceList
http://www.fraunhofer-repdose.de/
http://www.fraunhofer-repdose.de/
http://chem.sis.nlm.nih.gov/chemidplus/
http://chem.sis.nlm.nih.gov/chemidplus/
https://pubchem.ncbi.nlm.nih.gov/
https://pubchem.ncbi.nlm.nih.gov/


Gadaleta et al.

Altex 31, 4/14 425

where yi is the experimental value of the i-th chemicals in the 
dataset; ŷi is the predicted value of the i-th query compound in 
the VS for the determination of r2, or the predicted response 
resulting from lOO cross-validation for the i-th neighbor in 
the tS for the determination of q2; yavg is the mean of the ex-
perimental values of the compounds in the dataset; and n is the 
number of compounds (Nicolotti and Carotti, 2006).

2.3  Refined algorithm
The algorithm was refined by setting additional conditions, and 
a target chemical must fulfill all those rules to be considered 
reliably predicted. Nearest neighbors among the k selected for 
the prediction of the query compound’s LO(A)EL should have a 
SI ≥ 0.85 (Willett, 1998) otherwise they do not participate in the 
prediction stage. If there are no neighbors (i.e., chemicals in the 
tS) matching at least this similarity threshold, the model does 
not provide a prediction value for the target compound. If two or 
more neighbors fulfill this condition, the difference between the 
maximum and minimum experimental values among retained 
neighbors is considered. If this difference is < 1 log unit (all the 
neighbors have similar lO(A)els), the target is predicted as the 

on the basis of read-across accounting for its most similar ob-
jects (i.e., nearest neighbors) among a set of examples for which 
the outcomes are known (i.e., chemicals within the model’s TS) 
(Altman, 1992). 

We obtained similarity values between a target compound 
and nearest neighbors using in-house software (istSimilarity 
developmental version). The software computes an integrated 
similarity index (SI), ranging from 1 (maximum similarity) to 
0 (minimum similarity), resulting from a weighted combina-
tion of a binary fingerprint array and three non-binary struc-
tural keys (Durant et al., 2002) based on molecular descriptors. 
The fingerprints are the extended fingerprints, which comprise 
Daylight notation (http://www.daylight.com/dayhtml/doc/the-
ory/theory.finger.html) and additional bits accounting for ring 
features. The structural keys are based on a) 35 constitutional 
descriptors; 2) 11 counters for different hetero-atoms; 3) 154 
functional group counts (as defined by the software Dragon) 
(Talete srl: Milano, Italy).

the software istSimilarity is freely available upon request at 
the VEGA website (http://www.vega-qsar.eu). On the basis of 
this index, k-NN models can predict lO(A)el for a target com-
pound as the average (arithmetical mean) of the experimental 
values (outcomes) of the k-nearest neighbors.

the robustness of each model was evaluated using leave-one-
out (LOO) cross-validation. The LO(A)EL of each chemical in 
the tS was predicted on the basis of the k-nearest neighbors 
among those remaining in the TS. Then we calculated the cross-
validated coefficient of determination (q2) and the root mean 
square error (RMSE). The real prediction power of each model 

was evaluated on the VS by reporting the coefficient of determi-
nation (r2) and RMSe values:

Fig. 1: Flowchart for  
the selection of the output 
predictions
SI is similarity index between  
the target chemical and its 
nearest neighbors; Δ exp values 
are the differences between 
experimental values of nearest 
neighbors; error in pred is  
the error in prediction returned  
in cross-validation of a neighbor 
in the TS. 
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average of the neighbors’ values, otherwise the model does not 
return any prediction. 

If the prediction of the target is based on a single neighbor, 
the SI must be ≥ 0.90 for obtaining a prediction (which is equal 
in this case to the experimental values of the neighbor). In ad-
dition, the algorithm verifies how the target’s nearest neighbor 
is predicted in LOO cross-validation. Reasonably, if the model 
fails in predicting the neighbor, we cannot consider a prediction 
for the query reliable. If the error in internal prediction (resulting 
from LOO cross-validation) of the query’s nearest neighbor is  
1 log unit or more, the query’s prediction is rejected. 

It may happen that the neighbor is not predicted in lOO 
cross-validation because it does not fulfill one of the above con-
ditions. If it is not predicted because it lacks other nearest neigh-
bors (similarity index ≥ 0.85) for the read-across, the query’s 
prediction is retained. Otherwise, if the neighbor has at least 
one other similar compound within the training set, but it is not 
predicted because it does not fulfill other conditions (e.g., dif-
ferences among experimental values for its similar compounds), 
the query prediction is rejected. The flow chart of the algorithm 
applied to derive LO(A)EL models is shown in Figure 1. All 
statistical analyses were done using Microsoft Excel 2010 (Mi-
crosoft Corp., Redmond, WA).

3  Results

the basic k-NN models give poor results, with values of  
q2 resulting from LOO cross-validation between 0.057 and 
0.112. However, the application of the additional conditions 
strongly improves model performance, at the cost of refusing 

a number of predictions. Table 1 summarizes the perform-
ance of the refined k-NN models. The internal predictivity of 
each model was confirmed by q2 ≥ 0.632 and RMSE ≤ 0.478.  
The results in LOO cross-validation were further confirmed  
in external validation. All models returned r2 ≥ 0.543 and 
RMSE ≤ 0.659.

As shown in table 1, the good performance results at the cost 
of a low prediction rate. Among the applied conditions, the cri-
terion that results most often by far in refusing prediction is the 
first similarity threshold of 0.85 applied in the selection of near-
est neighbors: it causes the refusal of 123 predictions for the tS 
(48% of total) for every model. Table S1 in the supplemental 
file at http://dx.doi.org/10.14573/altex.1405091s shows the per-
centage of refused predictions for the tS after the application of 
each further parameter.

We assumed as outliers those compounds with an error in pre-
diction ≥ 1 log unit. As shown in Figure 2, only few chemicals 
have such a large error, for each model in cross-validation (from 
2 to 0 outlier for the TS) and in external validation (from 2 to 
3 outliers, about 10% of predicted compounds, for the VS). No 
chemicals returned an error in prediction ≥ 2 log units for all the 
models, considering both TS and VS. 

Table S2 in the supplemental file at http://dx.doi.org/10.14573/
altex.1405091s shows that even better statistics for both inter-
nal and external validation can be obtained by applying more 
restrictive rules in the algorithm. However, this happens at the 
cost of a further decrease in the percentage of predicted com-
pounds, from both the TS and VS. Lowering the maximum ac-
cepted difference among the experimental values for similar 
substances from an initial value of 1 log unit to a more restric-
tive margin of 0.75 log units involves an increase of q2 ≥ 0.741 

Fig. 2: Experimental and predicted logLO(A)EL for the five k-NN models
TS and VS chemicals are represented by grey diamonds and white circles. The continuous lines indicate the case of ideal correlation.  
The dashed lines delimit the chemicals with an error in prediction lower than 1 log unit.
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for the protection of human health. Providing few but highly 
reliable predictions constitutes a valuable attempt to better pri-
oritize chemicals and thus reduce the number of animals needed 
for in vivo testing.

Moreover, predictions that meet the more restrictive param-
eters set in the algorithm (i.e., maximum difference among 
experimental values of similar compounds 0.75 or 0.50, see 
Section 3) can be considered more reliable than those that meet 
only the basic parameters. This may serve as an alert to tune the 
confidence in the predictions.

Unlike other work focusing on QSAR models for the prediction 
of LO(A)EL (Mazzatorta, 2008; Sakuratani, 2013), the choice of 
a simpler algorithm, such as k-NN, avoids some pitfalls. One 
is related to the wide variety of toxic effects against different 
organs and tissues, as well as the different mechanisms of action 
that determine LO(A)EL. In a QSAR model these mechanisms 
are parameterized in specific chemical attributes (descriptors) 
describing structural, biological and physico-chemical proper-
ties of molecules. QSAR models try to create a correlation (in 
the form of a mathematical equation) between an optimal set of 
descriptors and toxicity, or other relevant endpoints. For end-
points that refer to a single mechanism of action it is more or less 
simple to find a number of properties (e.g., log P for bioaccumu-
lation potential or aquatic toxicity) or some structural motives 
(e.g., for mutagenicity) that result effectively in the explanation 
and in the prediction of a wide range of compounds. On the other 
hand a description of a complex endpoint such as RtD by only 
a small set of descriptors alone is insufficient. The attributes for 
single-effect specific QSARs may differ from those derived from 
combined toxicity data, leading to contradictory, hence unreli-
able, toxicity predictions (Venkatapathy et al., 2004). It is there-
fore clearly difficult to build up a mechanistically transparent 
structure-activity model for an endpoint accounting for whole-
body assessment (Sakuratani et al., 2013; Tilaoui et al., 2007). 
On the other hand, read-across methods, such as the k-NN al-
gorithm presented herein, predict toxicity by simply comparing 
the target compound to a restricted pool of structurally similar 
molecules, which plausibly generate toxicity with similar mech-
anisms. In this case descriptors (i.e., fingerprints) are applied 
only to find such similar molecules, not to explain the endpoint. 
In this respect, a read-across approach seems more adequate and 
reliable for this kind of endpoint than a QSAR model. 

Our strategy is not a mere application of the traditional k-NN 
methodology, which gave poor results. Better results are obtained 
thanks to the information on the small set of similar compounds. 
If the similar substances have dissimilar experimental values, we 
can expect greater uncertainty in the prediction of the value for 
the target compound, and this was in fact shown. In this way, 
we shifted from a blind, unsupervised k-NN to a supervised ap-
proach. It is worth noting that the definition of each condition and 
the refinement of thresholds was performed to obtain a good pre-
diction on the TS. However, the risk of overfitting is avoided by 
the good performance obtained in the external validation, giving 
confidence that models are not biased, but actually predictive.

Another limitation in the lO(A)el modeling is that available 
data are often obsolete and their quality is closely related to differ-
ences in the protocols used and the purity of the tested chemicals 

for all the models. The result is best for k = 5 or k = 6 with  
q2 = 0.831 on the TS. The percentage of compounds that comply 
with this more restrictive margin ranges from 19% to 13% of 
the TS. In the VS, r2 ≥ 0.564 reaches a maximum of 0.707 for k 
ranging from 4 to 6 on 8% of the data set. An even more restric-
tive margin (i.e., 0.5 log unit) further increases the performance. 
In this case, the results are best for k = 4, with q2 = 0.859 on 11% 
of the tS, and r2 = 0.779 on the 7% of the VS. 

Application of more restrictive rules in the algorithm greatly 
improves performance, although at the cost of a substantial drop 
in the number of predicted compounds. We thus suggest a maxi-
mum difference among neighbors’ experimental values of 1.0 
log unit for a good compromise between the statistical perform-
ance and the number of predicted compounds. 

4  Discussion

4.1  Endpoint complexity
To the best of our knowledge, this study is the first attempt to 
develop a predictive tool for modeling sub-chronic toxicity (90 
days) in rats, an endpoint that is explicitly required for the risk 
assessment of chemicals in several regulations (SCCS, 2012; 
European Commission, 2006, Annex IX). Based on a straight-
forward k-NN algorithm, our approach proved effective in 
modeling LO(A)EL. In addition, a series of user-adjustable 
rules in the selection of the best nearest neighbors allowed even 
higher trustworthy predictive values. The gain in prediction and 
confidence was obtained for a given percentage of the dataset 
(see Tab. 1 and S2), while a number of compounds were left 
unpredicted as a precautionary measure. The use of restrictive 
conditions in modeling such a complex endpoint, based on het-
erogeneous data in terms of quality, experimental sources and 
organisms used (Tsakovska et al., 2008), meets both the scien-
tific and regulatory purposes established by international bodies 

Tab. 1: Performance of k-NN models
Statistics and predicted compounds are reported for cross-
validation on the TS (containing 254 compounds) and external 
validation on the VS (containing 179 compounds).

Training set (TS)

k 2 3 4 5 6

q2 0.632 0.747 0.769 0.764 0.762

RMSE 0.478 0.405 0.396 0.400 0.407

Predicted compounds 68 51 49 49 47

Prediction rate 27% 20% 19% 19% 19%

Validation set (VS)

k 2 3 4 5 6

r2 0.543 0.552 0.554 0.675 0.682

RMSE 0.612 0.659 0.654 0.627 0.642

Predicted compounds 27 24 23 21 20

Prediction rate 15% 13% 13% 12% 11%
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phenylhydroxylamine and, indeed, aniline itself (Rickert, 1987). 
The metabolism of both nitrobenzenes and anilines is important 
because many of the toxicological effects of these compounds 
are caused by their metabolites. For example, there is evidence 
that methemoglobinemia is caused by the interaction of hemo-
globine with metabolites of nitrobenzenes (i.e., phenylhydrox-
ylamine and the iminoquinone form an electrophilic adduct that 
could bind tissue proteins). Moreover, the formation of ROS 
during the reduction of nitrobenzenes may lead to oxidative 
stress, compromising the functionality of cells such as hepato-
cytes (Gutteridge, 1995).

As already explained, lO(A)el experimental data are bi-
ased by several issues concerning the low reproducibility of 
experimental protocols and the wide range of diverse biological 
mechanisms responsible for the overall toxicity. For clarity, our 
reasoning mostly addressed the mispredicted compounds in the 
attempt to find a chemical as well as a biological rationale.

Methyl tert-butyl ether (CAS number: 1634-04-4) is an ex-
ample of a recurrent misprediction through our five models. A  
log LOEL = 2.0 is reported for this compound within the Rep-
Dose database. However, the prediction made on the basis of 
two nearest neighbors, i.e. diethyl ether (SI = 0.924; log LOEL = 
3.301) and 2-methyl-1-propanol (SI = 0.894, log LOEL = 3.00), 
leads to an error greater than 1 log unit. From a metabolic point of 
view, diethyl ether could be considered a safer chemical because 
it degrades into less toxic products (Booth and McDonald, 1982). 
On the other hand, tert-butyl ether is slowly metabolized to  
tert-butyl alcohol, which is eliminated from blood more slowly 
and which increases its half-life with dose (McGregor, 2010).  
2-Methyl-1-propanol, despite being bulkier than diethyl ether, is 
an alcohol that does not require preliminary biotransformation 
(e.g., hydrolysis) in order to be conjugated in phase II meta- 
bolism, so it could be eliminated more easily from the body.

Phenol (CAS number 108-95-2, log LOEL = 3.10) is well 
predicted by the model with k = 2. However, it is mispredicted 
by models with k = 3 and 4 because of his third neighbor, hy-
droquinone (SI = 0.912, log LOEL = 1.699), which is more tox-
ic than the other ones. Indeed, hydroquinone can easily convert 
to quinone, a well-known highly redox active molecule, and to 
semiquinone radical, leading to formation of reactive oxygen 
species (ROS), including superoxide, hydrogen peroxide, and 
the hydroxyl radical. Production of ROS can cause severe oxi-
dative stress within cells through the formation of oxidized cel-
lular macromolecules, including lipids, proteins and DNA. Fur-
thermore, ROS can activate a number of signaling pathways 
leading to several toxic effects (Bolton et al., 2000).

As shown from those examples, metabolism is often the cause 
of the conversion of apparently less toxic into more dangerous 
substances. Such aspects cannot be clearly taken into account by 
the k-NN models. It will be desirable that future models could 
make an estimation of possible metabolite chemicals in order to 
obtain more accurate predictions.

4.3  Comparison with other LO(A)EL predictive 
models
A model for the prediction of LO(A)EL was reported by Maz-
zatorta et al. (2008), who applied an approach that integrated 

(Mazzatorta et al., 2008). An unprecedented advantage of the al-
gorithm presented here is that the models can be easily improved 
by updating the tS with new, more accurate toxicity data, without 
any need for model retraining. Our attempt offers an important 
step forward to obtain more useful and effective tools for the pre-
diction of the toxicity of chemicals (Venkatapathy et al., 2004). 

4.2  Mechanistic interpretation of the RDT
the inspection of predicted chemicals disclosed the frequent 
occurrence of some structural chemotypes. This information 
can constitute a valuable basis to shed light on the causative 
relationships linking the occurrence of a given structural motif 
and the observation of a toxic effect.

In this respect, we observed that halogenated aromatic chemi-
cals are often well predicted by our models. Generally, such 
compounds are predicted as highly toxic compounds. In par-
ticular, considering the model with k = 2, 11 out of 15 halogen-
ated aromatic compounds included in the tS have a predicted  
log LO(A)EL < 2, and 10 out of 15 have a predicted log  
LO(A)EL ≤ 1. As shown in Figure 3A, the toxicity is likely due 
to the metabolic action of CYP450 enzymes, which transform 
such compounds into highly reactive and electrophilic species 
(i.e., epoxides) exposed to the nucleophilic attack of tissue pro-
teins for covalent binding. Moreover, the spontaneous conver-
sion of the epoxide to phenol and then the secondary oxidation 
of phenols by CYP450 enzymes lead to the formation of hy-
droquinones, which can be subsequently oxidized to quinones. 
Again, quinones are electrophilic species and can also bind tis-
sue proteins or lead to the generation of reactive oxygen species 
(Sakuratani et al., 2013; Chan et al., 2007). The only halogenated 
aromatic compounds with a predicted log lO(A)el > 2 are: pen-
tachloranisole (CAS number: 1825-21-4), because the hydrolysis 
of its methoxy group leads to the formation of a phenol deriva-
tive that could be easily conjugated and eliminated without gen-
erating more toxic metabolites; o-chlorotoluene (CAS number: 
95-49-8), because the steric and electronic effects of the methyl 
group hamper the oxidative process of the aromatic ring; chlor-
obenzene (CAS number: 108-90-7) and 1,2-DCB (1,2-dichlor-
obenzene, CAS number: 95-50-1). 

Actually, the latter two chemicals are under-predicted by the 
model. Indeed both chemicals have among their nearest neigh-
bors 1,4-DCB. It was observed that the reactivity of haloben-
zenes is strongly related to their dipole moment (Chan et al., 
2007). The presence of a permanent dipole moment in 1,2- DCB 
is likely responsible for its higher reactivity and higher toxicity. 
Conversely, the higher molecular symmetry of 1,4-DCB switch-
es off the dipole moment and also reduces its toxicity (log lOel 
= 2.477). It is thus expected that symmetrical halobenzenes are 
poorly metabolized by CYP450 and therefore are not readily 
metabolized to their active metabolites compared to asymmetri-
cal halobenzenes (Chan et al., 2007).

Other structural moieties often recurring in predicted mol-
ecules are nitrobenzene and aniline rings. As shown in Figure 
3B, the metabolism of those compounds is strictly related. The 
biotransformation of nitrobenzene involves both oxidation and 
reduction reactions. Oxidation products of nitrobenzene include 
nitrophenols, while reduction products include nitrosobenzene, 
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García-Domenech et al. (2006) applied the same described 
algorithms (Furnival-Wilson for descriptor selection and MlR 
for model derivation) on the same dataset of 86 molecules, the 
feature selection was however performed on a larger pool of 
descriptors. The model, based on 6 descriptors, was validated 
on 16 external chemicals.

TOPKAT, originally developed by Health Design Inc., is a 
program for the prediction of a wide variety of endpoints. It 
includes a module for quantitative lO(A)el prediction, imple-
menting a 44-descriptor MlR model initially based on chronic 
oral rat data of 234 chemicals (Mumtaz et al., 1995), subse-
quently increased to 393 chemicals. Descriptors were selected 
from an initial pool of electronic, topological, symmetry de-
scriptors and molecular connectivity indices.

Sakuratani et al. (2013), from a training set of 500 chemi-
cals, defined a series of 33 chemical categories related to a type 
of toxicity on the basis of mechanistic knowledge. Chemicals 
were assigned to a given category, then the lO(A)el was de-
rived as the result of a data gap filling approach by read-across 
on other chemicals within the category. The category library is 
incorporated in the Hazard Evaluation Support System (HESS) 
integrated computational platform.

Compared to our k-NN models, the above approaches are spe-
cifically aimed at long-term toxicity prediction (up to two years), 
whereas the models here are based on data accurately compiled 
referring only to subchronic toxicity (84-98 days). A great ef-
fort was spent in data selection because better lO(A)el models 
can be derived using homogeneous and more reliable sources 
(de Julián-Ortiz et al., 2005). It is important to note too that the 
work described above used data related to different administra-
tion periods, without any restriction. Mazzatorta et al. (2008) 
selected studies conducted for more than 180 days. Sakuratani 
et al. (2013) considered periods from 28 to 120 days. Studies 
lasting for 12 or more months were considered for the tOPKAt 
database. 

Importantly, previous models were not validated against a set 
of external compounds or, if they were, the validation returned 
poor results. However, our k-NN models returned solid statistics 
even on an external dataset. For the sake of clarity, additional 
details are reported for a fair comparison. In addition, perfor-
mance of literature-based models also has been summarized in 
Table 2.

The model described by Mazzatorta et al. (2008) gave r2 = 
0.570 and RMSE = 0.700. A LOO cross-validation was done 
(q2 = 0.500 and RMSE = 0.727, compared to the q2 greater than 
0.600 and RMSE about 0.400 of the k-NN models). However, 
external validation was not done, so the real model’s predic-
tive power was not known. Mumtaz et al. (1995) assessed the 
performance of the tOPKAt lO(A)el model on the initial 
database, reporting that over 93% of predictions fell within a 
factor of 5 of the relative experimental LO(A)EL, and all pre-
dictions fell within a factor of 10. Further validation was done 
by Venkatapathy et al. (2004) on two databases, of 343 and 313 
chemicals, containing a significant number of non-training com-
pounds. However, this analysis, which gives a more accurate 
representation of tOPKAt predictive power, returned different 
results from those reported by Mumtaz. For the first database 

a genetic algorithm (GA) and partial least squares (PLS). The 
model comprised 19 descriptors selected among those avail-
able in the Dragon software and was trained on more than 445 
chronic toxicity data sets. Selected descriptors were then used 
to derive a lO(A)el predictive model through a leave-one-out 
stepwise multiple linear regression (LOO-SMLR). 

De Julián-Ortiz et al. (2005) modeled a dataset of chronic 
lO(A)el data for 234 compounds compiled from different 
sources using MLR. The model was based on 15 topological 
descriptors selected by a Furnival-Wilson algorithm among 
those included in the DESCRI program. Both MLR and the 
Furnival-Wilson algorithm were further applied to a smaller 
(86 compounds) but more homogeneous dataset. Moreover, De  
Julián-Ortiz et al. also derived a classification model based on 
12 variables from the same pool of 86 chemicals. The classifi-
cation takes three categories into account (i.e., high, medium 
and low LO(A)EL values). A LDA for model derivation and a 
stepwise procedure for variable selection were applied. Then, 
the model was validated on 17 external chemicals. 

Fig. 3: Mechanism of action of toxicity of halobenzenes and 
nitroaromatic compounds
Some highly electrophilic species, such as quinone and 
imminoquinone derivatives, can covalently bind tissue proteins. 
Contextually, the formation of Reactive Oxygen Species (ROS) 
could lead to oxidative stress. Marvin (version 5.9.2, 2012 
ChemAxon, http://www.chemaxon.com) was used for drawing 
chemical structures.

http://www.chemaxon.com
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tion (i.e., q2 = 0.719 and RMSE = 0.564) and in external valida-
tion (r2 = 0.712 and RMSE = 0.853). 

the models presented here return acceptable quantitative re-
sults in both internal and external validation. This suggests that 
they are more reliable than the others reported.

4.4  Uncertainty of data
the experimental determination of lO(A)el is closely de-
pendent on the employed protocol (e.g., the doses used). The 
test substance is administered daily at different doses to several 
groups of animals, one dose level per group, for a given period 
(in case of sub-chronic toxicity, 90 days). During this period the 
animals are observed for signs of toxicity. Then, the highest dose 
at which no adverse effects are noted (NO(A)el) and the lowest 
dose at which an adverse effect is noted (lO(A)el) are deter-
mined (OECD, 1998). Hence, there is intrinsic uncertainty in the 
LO(A)EL experimental data. Indeed, the “true” LO(A)EL (i.e., 
the real dose of the chemical that starts to generate any effect) 
may be anywhere between the NO(A)EL and the LO(A)EL. This 
uncertainty will be implicitly transferred into the predicted data 
generated by a model. 

We analyzed the databases used for TS compilation (HESS, 
Munro and EPA’s IRIS databases) in order to verify the spac-
ing (i.e., the difference between two doses) for each chemical. 

the percentages of chemicals whose prediction fell within a fac-
tor of 5 and 10 were respectively 60% and 80%. For the sec-
ond database the percentages were 69 and 79% (compared with 
the 93 and 100% reported by Mumtaz et al., 1995). A further 
validation of TOPKAT was done by Tilaoui et al. (2007) on 340 
substances typically occurring in food and not included in the 
TOPKAT training set. It was estimated that TOPKAT returned 
reliable predictions (i.e., with an error lower than 1 log unit) on-
ly for 33% of these chemicals (Tsakovska et al., 2008). Finally, 
the model presented by Sakuratani et al. (2013) does not make 
a quantitative assessment of the lO(A)el but can be used to 
identify the target organ most likely affected by the chemical.

De Julián-Ortiz et al. (2005) obtained poor results for the 
MLR model (i.e., r2 = 0.524 and RMSE = 0.74) on the first 
dataset. Results obtained for the second dataset (r2 = 0.647 and 
RMSE = 0.66) were better but external validation was not done 
in either case. The LDA model returned good results for train-
ing (86.2% average successful classification) and external com-
pounds (70.6% average successful classification). However, as 
it is a classification model, LO(A)EL continuous values cannot 
be predicted.

Better results have been obtained by the model described by 
García-Domenech et al. (2006) (i.e., r2 = 0.795 and RMSE = 
0.517). The model gave good results both in LOO cross-valida-

Tab. 2: Literature-based QSAR models for RDT in rodents
The applied methods, the number of descriptors, the size of TS and VS and the performance on both datasets are reported for each model.

Model Methods Descriptors Training Test set Performance on Performance on 
   set size size training set test set
k-NN models k-NN Fingerprint 254 179 q2 =0.632-0.769 and r2 =0.543-0.682 and 
for LO(A)EL  + 3 structural   RMSE =0.396-0.478 RMSE =0.612-0.659 
  keys   (LOO cross-validation)  
Mazzatorta  GA-PLS for descriptor 19 445 none r2 =0.570 and none 
et al., 2008 election; LOO-SMLR     RMSE =0.700  
 for model derivation    q2 =0.500 and  
     RMSE =0.727  
     (LOO cross-validation)
De Julián-Ortiz  Furnival-Wilson 15 234 none r2 =0.524 and RMSE =0.74 none 
et al., 2005 algorithm for descriptor      
 selection; MLR for  6 86 none r2 =0.647; RMSE =0.66 none 
 model derivation  
De Julián-Ortiz  Stepwise procedure for 12 86 17 86.2% successful 70.6% successful 
et al., 2005 descriptor selection;     classification classification 
 LDA for model derivation
Garcia- Furnival-Wilson 11 86 16 r2 =0.795 and RMSE =0.517 r2 =0.712 and 
Domenech  algorithm for descriptor     q2 =0.719 and RMSE =0.564 RMSE =0.853 
et al., 2006 selection; MLR for     (LOO cross-validation)  
 model derivation
TOPKAT  MLR 44 234 343*  within a factor of 5 and 10:  within a factor of 5 and 10: 
     93% and 100%  60% and 80%  
     (Mumtaz et al., 2005) Venkatapathy et al., 2004
    313*   within a factor of 5 and 10:  
      69 and 79%  
      Venkatapathy et al., 2004
Sakuratani Read-across,  33 chemical 500 none none none 
et al., 2013 data gap filling categories  

*Some test set chemicals are already included in the training set
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Cassotti, M., Ballabio, D., Consonni, V. et al., (2014). Prediction 
of acute aquatic toxicity toward Daphnia magna by using the 
GA-kNN method. Altern Lab Anim 42, 31-41.

Chan, K., Jensen, N. S., Silber, P. M. et al. (2007). Structure-activ-
ity relationships for halobenzene induced cytotoxicity in rat and 
human hepatocytes. Chem Biol Interact 165, 165-174. http://
dx.doi.org/10.1016/j.cbi.2006.12.004

De Julián-Ortiz, J. V., García-Domenech, R., Gálvez, L. et al. 
(2005). Predictability and prediction of lowest o.bserved 
adverse effect levels in a structurally heterogeneous set of 
chemicals. SAR QSAR Environ Res 16, 263-272. http://dx.doi.
org/10.1080/10659360500036927

Durant, J. L., Leland, B. A., Henry, D. R. et al. (2002). Reoptimi-
zation of MDL keys for use in drug discovery. J Chem Inf Com-
put Sci 42, 1273-1280. http://dx.doi.org/10.1021/ci010132r

ECHA (2008). Guidance on information requirements and chemi-
cal safety assessment. Chapter R.8: Characterisation of dose 
(concentration)-response for human health. http://echa.europa.
eu/documents/10162/17224/information_requirements_r8_
en.pdf (accessed April 2014)

Escher, S. E., Batke, M., Hoffmann-Doerr, S. et al. (2013). In-
terspecies extrapolation based on the RepDose database – a 
probabilistic approach. Toxicol Lett 218, 159-165. http://dx.doi.
org/10.1016/j.toxlet.2013.01.027

European Commission (2006). Regulation (EC) of No 1907/2006 
of the European parliament and of the council 18 December 
2006 concerning the Registration, Evaluation, Authorisation 
and Restriction of Chemicals (ReACH), establishing a euro-
pean Chemicals Agency, amending Directive 1999/45/EC and 
repealing Council Regulation (EEC) No 793/93 and Commis-
sion Regulation (EC) No 1488/94 as well as Council Directive 
76/769/EEC and Commission Directives 91/155/EEC, 93/67/
EEC, 93/105/EC and 2000/21/EC. 

European Commission (2009). Regulation (EC) No 1223/2009 of 
the European Parliament and of the Council of 30 November 
2009 on cosmetic products.

Filipsson, F. A., Sand, S., Nilsson, J. et al. (2003). The benchmark 
dose method – review of available models, and recommenda-
tions for application in health assessment. Crit Rev Toxicol 33, 
505-542. http://dx.doi.org/10.1080/10408440390242360

García-Domenech, R., de Julián-Ortiz, J. V. and Besalú, E. (2006) 
True prediction of lowest observed adverse effect levels. Mol 
Diversity 10, 159-168. http://dx.doi.org/10.1007/s11030-005-
9007-z

Gissi, A., Gadaleta, D., Floris, M. et al. (2014). An alternative 
QSAR-based approach for predicting the bioconcentration fac-
tor for regulatory purposes. ALTEX 31, 23-36. http://dx.doi.
org/10.14573/altex.1305221

Gutteridge, J. M. (1995). Lipid peroxidation and antioxidants as 
biomarkers of tissue damage. Clin Chem 41, 1819-1828. 

Kalberlah, F., Schneider, K. and Schuhmacher-Wolz, U. (2003). 
Uncertaintynty in toxicological risk assessment for non-carci-
nogenic health effects. Regul Toxicol Pharmacol 2003, 92-104. 
http://dx.doi.org/10.1016/S0273-2300(02)00032-6

Kodell, R. L. (2009). Replace the NOAEL and LOAEL with the 
BMDL01 and BMDL10. Environ Ecol Stat 16, 3-12. http://
dx.doi.org/10.1007/s10651-007-0075-3

the spacing differed even in the same experiment and did not 
always seem to follow any specific pattern. However, most of 
the spacing was close to 0.30 and 0.70 logarithmic units, with a 
mean of about 0.50 for all the databases examined. Therefore, 
if the user prefers a conservative approach, we suggest subtract-
ing 0.50 logarithmic units from the predicted values in order to 
take into account the difference between reported lO(A)els 
and true LO(A)ELs.

5  Conclusion

We presented here a k-NN algorithm developed for the predic-
tion of RDT sub-chronic toxicity (LO(A)EL) in rats. Despite 
the complexity of the endpoint and the quality of the starting 
data, the models gave encouraging performance in internal and 
external validation. Due to the very restrictive conditions im-
posed on the algorithm, the models were able to predict only 
a small number of compounds. However, the results give us a 
firm belief that these models could be considered reliable, useful 
tools in a prioritization context for the prediction of toxicity data 
required by several regulations (European Commission, 2006; 
SCCS, 2012). The models presented here will be implemented 
within the VEGA platform (http://www.vega-qsar.eu) and will 
be freely available. 

Supplementary data
Supplementary data may be found at http://dx.doi.org/10.14573/
altex.1405091s. The percentage of refused prediction by each 
model for each algorithm criterion is reported in Table S1. The 
improvement in performance derived from the modulation of 
the maximum admitted error among nearest neighbors is shown 
in Table S2. The QMRF documents of the models are included 
in the supplementary data.
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