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ABSTRACT

Massive data sets are generated everyday, and knowledge
spreading trends to involve diverse media types and infor-
mation sources. The new situation emerges some new chal-
lenging research problems: (1) How to bridge the hetero-
geneity and mine the shared information among cross-view
representations? (2) How to build the semantic association
among heterogeneous information objects. (3) How to fully
explore the complementary information underlying hetero-
geneous information objects to cooperatively make decision.
In fact, the core of these problems is to align heteroge-
neous data. In this paper, we first give a short introduction
about heterogeneous data alignment. And then, two ongo-
ing works in our group about heterogeneous data alignment
are discussed, i.e., consistent pattern mining and modality-
dependent cross-media retrieval. Finally, we conclude this
paper and discuss some potential applications of heteroge-
neous data alignment.

Categories and Subject Descriptors

H.3.3 [[Information Storage and Retrieval]: Informa-
tion Search and Retrieval
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1. INTRODUCTION

In the past two decades, both the generation and dissem-
ination manners of information have been evolving rapidly.
For the information generation, traditional data sets are gen-
erally gathered from expensive devices by some specific or-
ganizations, such as news agents. But now almost everyone
can generate data sets with the increasingly population of
cheap and numerous information-sensing mobile devices. On
the one hand, the massive explosion of information objects
make the network information resources greatly enriched.
On the other hand, it is more and more difficult for users
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Figure 1: Illustration of heterogeneous data align-
ment

to obtain valuable knowledge when facing the massive in-
formation resources, resulting in a serious problem of infor-
mation overload. For the information dissemination, it is
becoming cross media properties, which crosses different in-
formation sources, diverse modalities, and various character-
istics of properties. The information objects from different
sources and modalities are mixed together to reflect underly-
ing semantic meanings, we call it cross media. Cross-media
computing aims to effectively mine and represent valuable
knowledge from huge and heterogeneous data sets. One of
key problem for cross-media computing to align heteroge-
neous data so as to mine semantic association among them.
Figure 1 illustrates an example of heterogeneous data align-
ment. Here, three different media types, e.g., text, voice and
image, are employed to describe the same scene. Although
these three media types are semantic complementary to de-
scribe the scene, we cannot directly connect them due to the
heterogeneous characteristics in low-level features. There-
fore, it is difficult to fully explore the complementary infor-
mation to cooperatively aware the world. To address the
issue, we have to align the heterogeneous data. In this pa-
per, we will give a short introduction about our ongoing
works on heterogeneous data alignment, which include con-
sistent pattern mining and modality-dependent cross-media
retrieval.

2. OUR ONGOING WORKS
2.1 Consistent Pattern Mining

The goal of consistent pattern mining is to discover the se-
mantically consistent patterns(SCP) among heterogeneous-
view data. In our previous work[2], we propose a three-
level framework to align heterogeneous data. Instead of di-
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Figure 2: Data denoising for heterogeneous data
alignment

rectly mapping multiple views into a shared common space,
the proposed framework firstly maps multiple heterogeneous
low-level feature spaces into a high-dimensional and redun-
dant feature-isomorphic space. In this way, complementary
information underlying different views can be fully captured.
Once all the heterogeneous data objects are projected into
the feature-isomorphic space, a correlation-based joint fea-
ture learning (CJFL) model is proposed to learn a shared
semantic subspace. In this step, the redundant and noisy
information can be eliminated. However, the existing works,
including our work, assume that we have clear training data
set. That is, we know the accurate semantic association of
the heterogeneous data objects. However, it is less possible
for real-world application scenarios to provide clear training
data. Therefore, it is necessary to take noise into account
when designing consistent pattern mining scheme. In our
ongoing work, we will introduce a denoising step during se-
mantic space building process as shown in Figure 2.

2.2 Modality-dependent Cross-media Retrieval

To align heterogeneous data, a commonly used method is
to learn a set of project functions for multiple heterogeneous
media types. However, in the most cases, all the heteroge-
neous views are treated equally, which lead to a tradeoff
among their respective performances. To address this is-
sue and fully explore complementary information, our pre-
vious work [1] proposes a modality-dependent heterogeneous
data alignment for cross-media retrieval. Instead of learn-
ing a specific set of projecting functions, the proposed ap-
proach learns projections according to different cross-media
retrieval tasks. That is, the set of projecting functions for
Image2Text searching task is different to Text2Image search-
ing task. In this way, the linear regression from a certain
modal space and the semantic association among different
views can be jointly optimized to achieve the best perfor-
mance for a specific task. However, both this method and
some previous works highly rely on supervised information
(i-e., ground-truth label(s) of heterogeneous data) for com-
mon representation learning, which will hinder the usage of
large-scale unlabeled data. To address this problem, we will
design a unified cross-modal framework, in which both la-
beled data and unlabeled data can be employed for training.
The new framework is based on two kinds of deep neural
networks and can be trained end-to-end. As shown in Fig-
ure 3, we consider two media types, i.e., image and text. We
utilize convolutional neural network and fully-connected (fc)
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Figure 3: A possible framework for involving unla-
beled data for training

neural network to generate feature representations for image
and text, respectively. If pairs of image and text are accom-
panied with ground-truth labels, then the labeled informa-
tion are employed to optimize the two networks. Otherwise,
since the text features are always own more discriminative
ability than that of visual features, the clustering results of
text features are utilized as the supervised information for
network optimization.

3. CONCLUSIONS

In this paper, we first give short discussion about the
background and key problems of heterogeneous data align-
ment. Then two ongoing works, i.e., consistent pattern min-
ing and modality-dependent cross-media retrieval, are de-
scribed. For the consistent pattern mining, we review our
three-level framework for discovering the semantically con-
sistent patterns and point out the direction of future work.
Similarly, for the modality-dependent cross-media retrieval,
we also review the modality-dependent learning strategy in
our previous work and illustrate possible improvement. In
addition to cross-media retrieval, the approaches of hetero-
geneous data alignment can be applied to many other appli-
cation scenarios, such image annotation, caption generation
of image, decision-making, and redundancy removement.
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