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ABSTRACT

The main objective of this experimental investigation on the
gas flow slip regime is to measure the mass flow rate in isother-
mal steady flows through cylindrical micro tubes. Two techni-

cal procedures devoted to mass flow rate measurements are com-
pared, and the measured values are also compared with the re-

sults yielded by different approximated analytical solution of the

gas dynamics continuum equations. Satisfactory results are ob-

tained and the way is clearly open to measuring mass flow rates
for higher Knudsen numbers, over all the micro flow transitional
regime.

NOMENCLATURE

ky coefficient depending on the molecular interaction model
m mass of the gas in the outlet tank
s standard deviation

u streamwise velocity

D diameter of the tube

Kn Knudsen number

L length of the tube

P pressure

Qm mass flow rate

P ratioPn/Pout

*Address all correspondence to this author.

J. Gilbert M éolans *
Irina A. Graur
Université de Provence

Ecole Polytechnique Universitaire de Marseille

Départment de Mécanique Energétique

UMR CNRS 6595

5 rue E.Fermi, 13453 Marseille, France
Email: gilbert. meolans@polytech.univ-mrs.fr

Email: irina.graour@polytech.univ-mrs.fr

R
T

\Y
a

specific gas constant
temperature
outlet tank volume
tangential momentum accommodation coefficient
experiment time length
mean free path
viscosity
op first order velocity slip coefficients
0zp second order velocity slip coefficients
Subscripts
s Slip parameter
out outlet tank
in inlet tank
m mean parameter
ref reference value
exp experimental value

A

INTRODUCTION

Since the early eighties, mass flow rates in microchannel
have mostly been measured using a liquid drop method [1] -
[6]. So far, in order to determine volumes variations and mas:
flow rates, the drop movement has been either observed throug
a low power microscope [1] or determined visually as a menis:
cus of water travelling along the marked scale of a syringe [3]
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or detected by means of optoelectronic sensors [6]. Other au- deduced from experiments using various continuum approache
thors [7], [8] have used a different method involving a sensitive

dual-tank accumulation technique based on the measurements of

the pressure differences between an accumulation reservoir andEXPERIMENTS

a reference tank. Description of the methodology and experimental set-
Another approach used by some authors involves the uti- Up

lization of flowmeters [9] or high precision flow sensors [10] to Each of the experimental methods used in the present wor

measure the mass flow rate. But this kind of measurement is to measure the mass flow rate through a micro tube involve

restricted to relatively high mass flow rates abbit®kg/s. the use of two constant volume tanks and so may be denote

The main aim of the present study focusing on the gas flow "constant-volume technique”. Both methods require very large
regime is the validation of a mass flow rate measurement method tank volumes, much larger than the volumes of the micro tube
based on direct pressure change measurements. Two methods ar@nd syringe in which the gas flows during the experiments

presented: (Fig. 1). Large tank sizes guarantee micro flow parameters in
1. The liquid drop method already used and tested in previ- dependent from the time: although detectible (through their ef
ous years, developed here using new equipment. fects), the mass variations occurring in the tanks during the ex

2. A new method (new as far as the measurement range periments do not call into question the steady assumption. Thu:
is concerned) based on constant volume pressure measurementsye have to fix a range for the maximal suitable pressure varia
using up-to-date Inficdli pressure gauges with a resolution of tions in the second tank, according to the inlet and outlet condi

1.9, 0.19 and 0.01Pa. tions.

Let us point out that the experimental methods mentioned at
the beginning of the introduction generally concern experiments Valve A Valve B
carried out in channels with rectangular (or trapezoidal) cross- 2 2
sections, while the present measurements have been carried out
in microtubes. Experiments in this type of geometry are rare camera
[11] — [13]: they have been made in tubes of relatively large Valve E ccd | Pout -
diar_netgrB.G4cmin _[11]), or usir)g. capillary packets of _10 to 640 Tank 1 | micro tube b Tank 2 D.AQ
capillaries [12], which makes difficult the control the diameter of % Valve C

the capillaries. Syringe

Then the different features and the respective characteristics
of the two experimental techniques are compared. Their respec- Valve D
tive results are analyzed and compared with theoretical results
derived from continuum approaches taking into account the rar-
efaction effects present in microflows.

Although the NS equations are derived from a first order
kinetic solution, many authors [6], [14] — [17] have suggested,
using in this framework the velocity slip conditions of second or-
der according to the Knudsen number, to better take into account The experimental set up shown in Fig. 1 takes into accoun
the rarefied effects for the moderately rarefied gas flows. The these constraints. The gas flows through a fused silica micro tuk
implementation of these conditions leads to an additional term in fixed between two tanks in which the pressures remain very clos
the mass flow rate expression, proportional to the second orderto constant valueB, andP,, respectively. A pressure regulator
in Knudsen number. and a valve A (see Fig.1) are used to impose the pressure in tl

The presence of the high order terms in the mass flow ex- first tank. The pressure in the second tank is adjusted by mea
pression has also been highlighted by other authors [18]: by ap- of another pressure regulator and three valves B, C and D (se
plying the BGK model in the Boltzmann equation for the cylin-  Fig.1), to ensure better tightness. In this tank the pressure vari
drical Poiseuille flow and in the case of diffuse scattering, the tion due to the gas flow through the micro tubes is fixedt 4%
asymptotic formula for the flow rate containing the terms of sec- of the tank pressure averaged over the duration of the exper
ond and also third order in Knudsen number was obtained [18]. ment (for the experiment based on the pressure measurement

The analysis of the present mass flow rate measurements re-As a consequence, the relative pressure variation in the first tar
veals the existence of so-called "second order effects” for aver- remains close te-0.2%. This variation range means that the re-
aged Knudsen numbers larger tiiah, as it was found in [4], [6]. quired experiment durationwill vary from about five minutes
Furthermore the velocity slip coefficients for the velocity slip for the highest mass flow rate measurg@kg/s) to about fifty
condition of second order and the accommodation coefficient are minutes for the lowestl0~*3kg/s).

p.r : pressure regulator

Figure 1. SCHEMATIC OF MASS FLOW EXPERIMENT.
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Table 1. DETECTOR STUDY RANGE, EVERY DETECTORS (A,B and

best tightness possible. The control of the tightness is all thi
C) ARE USED IN THEIR APPROPRIATE PRESSURE STUDY RANGE.

more important as the pressures and mass flow rates to inves
Detectors A B C gate are low. Leak estimations were provided by various test:
Pressure limit maxRa) 133322, 13332.2 1333.22 The leakage check was performed by pumping out the syster

(the pressure was fixed at the same low value in both tanks), ar
Pressure limit minPa)  13332.  1333.2  133.32 monitoring the pressure rise in the second (downstream) tan
for several hours. The first step of the measurements was pe
formed using detectors A and B. In that case, the lower pres

Table 2. Technical data for the gas detector. The three detectors have sure measured in the outlet tank wasl03ZPa. The leakage
similar characteristics, but their full scales are different. check was performed in these conditions. When the mean pre
sure was equal t8618Pain both tanks and for a long experi-
Detectors (A,B and C) ment time (2 hours), the sensor did not detect any fluctuation o
the signal: thus the pressure increase due to the leaks was low
Full scale FSPa) 133322 (A) g P

than the sensor resolutiof.19Pa), which implies a leak rate
133322 (B) smaller thar2.08- 10-1%kg/s. For the mass flow range consid-
ered @-10712—2.101%g/s) these results represent a satisfac-
133322(C) tory leak estimation: for the lowest mass flow rate measured, th
Accuracy 0.20 % of reading error induced by the leaks is certainly much smaller th&m
Another experimental leakage check was carried out by
means of helium detection (with a portable leak detector): the
Temperature effect on span  0.01 % of readifil / effect of the leaks on the mass flow rate was thus controlled as b
Resolution 0.0015 % ES ing smaller tharil(r”k_g/s. Therefore this effect was not taken
into account when estimating the experimental errors.
The experiments were performed within a narrow temper-
ature range aroung965°K, excluding any heat source in the
The pressure measurements were carried out using simul-environment. During each experiment, the temperature was n
taneously two detectors chosen according to the pressure rangemaintained but controlled to be sufficiently constant to justify the
(see Table 1). The first one (Inlet Detector) was located in the isothermal assumption. Thus, during each experiment the ma:
first tank, upstream from the micro tube while the second (Out- imal instantaneous temperature deviation from its initial value
let Detector) was located downstream from the micro tube. The was registered smaller thah5°K, using temperature detector
errors in pressure measurements in each tank depend on the chamith 0.13°K accuracy. In the next Section, devoted to the mea:
acteristics of the pressure detectors, given in Table 2. Thus, in the surement that was the most sensitive to the perturbing temper.
pressure range observed during the experiments, the errors on théure variations, it will be shown that the non isothermal effects
measurement of the outlet pressures were estimated smaller tharare negligible.
0.5%. Utilizing the apparatus described in Fig. 1 and taking into
Moreover to obtain a significant and accurate pressure vari- account the previous methodological considerations, we use
ation we also fixed a lower limit for the data acquisition, equal to two different technical approaches for the measurements of ma:
60 times the resolution. Thus the statistical processing involves flow rates through micro tubes: one consisting in registering the
a correct discrete distribution of a sufficient number of points. motion of a liquid drop in a calibrated pipette installed down-
Itis also of great importance to measure the diameters of the stream from the micro tube (see Fig. 1), the other based on dire:
tubes with a good accuracy because the analytical expression ofpressure rise measurements in the outlet tank. In the next par
the mass flow rate is proportional to the power four of the diam- graph this latter method is developed first for a clearer present:
eter. The surfaces of the inlet and outlet sections were scannedtion.
in environmental scanning mode (ESEM) with an electron mi-

croscope and the following estimation of the diameters may be
retained: Mass flow rate measurement 1 (pressure method)

Analysis of the non isothermal effects The first
technique used to measure the mass flow rate consists in dett
mining in the outlet tank a small pressure change due to the ma:
flowing from the micro tube. The disturbing temperature varia-
For all the connections needed in the gas circuit, we used a stan-tion in the outlet tank could directly perturb the significance of
dard vacuum material (Swagelddktechnology) to achieve the  the measurement. To make this clear, let us write for this tan!

Temperature effect on zero 0.0050 % FXK/

D = 252 0.35um 1)
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the law of perfect gases under the form: affected by a specific relative error equakt@- 102 due to the
temperature variation.

PoutV = mR T, (2)

Pressure rise measurements Since the effects of the
temperature variation are negligible, we may consider the flow
through the micro tube as a steady flow between two tanks mair
tained at constant pressufi@s andPy; respectively. Moreover,
the isothermal mass flow rate may be expressed in the form (6

the experiment time length Let us define the variatiodq of To determine this mass flow rate we will use the registered dat
any thermodynamic parametgroccurring inthe tank during the ¢ the pressur® at the time instants. The flow steady condi-

experiment time length (whatever the reason of these variations). tions physically justify the pressure rise interpolation by mean:
According to the previous section comments, these relative vari- ¢ o inear fitting function of time

ations remain small, compared to 1. Therefore, they are obtained
from (2), as verifying:

whereV represents the outlet tank volume which remains con-
stant during the experiment, = 65.71+ 1.5 cn?, and R _is the
specific gas constanByy;, T, m, are respectively, the pressure,
temperature and mass of gas in the outlet tank, at anyttiofie

OPout
Ps(t) =at+b a=——.
AR _ dm_ dT . B =at+h, T
Pout o m T ’

(7)

o . _ . Using the least-square method we handled a number of points
Dividing the two terms of equation (3) by the experimental time  ranging betweer1300and380Q The calculation of the coeffi-

lengtht and using equation (2) we obtain: cientsa is characterized by a very convenient value of the usua
determination coefficient?, greater tha.9993 Under the rea-

@ Vv dPout(l_ £) £— daT/T @) sonable assumption of negligible errors in determining the fixec

T RT 1 ’ ~ dPyut/Pout’ time valuestj chosen, the calculation of the standard deviation

for the coefficienta yields
If €is very small compared th, disregarding the technical uncer-
tainties,dm/t may be identified to the mass flow r&dg, flowing
from the micro tube, andPy; (termed belowdPy;) will allow us Aa— Ny, (R —Pr(t))? . (8)
direct measurement @,. As pointed out in the previous para- (n—2) (”Zin=1ti2 _ (Xleti)z)
graph, the maximal instantaneous temperature departure (from
its initial value) registered during the experiments was smaller
than half a degree. Such a departure certainly overestimates theaccording to the previous remarks, formula (8) represents a cot
probable temperature variation at any time. Therefore, from the rect estimation of the error on coefficiea(i.e. also 0mdPyy/1)
various pointsi is the number of points) acquired during the ex-  and yields a relative error smaller thai©.1%. Thus, the usual
perimental timer, we calculated the mean temperature value  evaluation of the measurement errors results from relations (6
and its corresponding standard deviat®mwhich appears here  (8) as::
as a pertinent evaluation of the probable temperature variation.
The sample standard deviation is defined by

AQm AV AT  Aa
T Om VT T ®
s= \/n—l _Z(Ti -T)?% ®)
= where AT /T vanishes if the non-isothermal effects2%),

AV /V is the uncertainty of the volume measute?d6) andAa/a
the error on coefficiena (£0.5%). Moreover, the leaks were
estimated as totally negligible (see Section "Description of the

whereT; is the registered data for the temperature. In the most
unfavorable case this estimation leads to a relative variation

— 4
8T/T = /T around the mean temperature equai2tol0 ", methodology and experimental set-up”), we did not integrate

againstl- 10" for ;he relative variatioPout/Pour: € is clearly them in the total uncertainty on the mass flow rate. Therefore
smaller thar2-10"<. Thus the measurement based on the pres- .« obtain a full uncertainty 0AQm/Qm smaller thart=4.5%.
sure rise may be considered as the measurement of an isothermal

mass flow rate equal to
Mass flow rate measurement 2 (drop method)
V' OPgut In the standard drop method, the mass flow rate is measure
- RT 1 ° ®) by determining the speed of a liquid drop moving in a calibratec

Qm
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tube, using a low power microscope [1] or opto electronic sen-
sors [6] or simply visually [3]. In the present work an oil drop
was chosen because of its low saturation vap83- 10 3Pa)

to avoid a vaporizing effect on the moving surface of the drop.
The drop was injected in the calibrated tube through the valve E
(see Fig. 1) and its movement was recorded by means of a digi-
tal cameral290x 980 pixels. Thus the position of the drop was
registered as a time function.

Since this drop method is known and was applied here only
with new equipment we omit the detail description of the mass
flow rate determination based on the drop movement and we list
only the uncertainty o®@m. Thus, considering the series of mea-
surements investigaté)y,/Qm is close to+4.2%.

Background theory

For many years, pressure-driven slip flow within ducts or
channels has received considerable attention. The many formu-
lations of the analytical and semi-analytical solutions have been
presented [16]. The analytical models derived from the Navier-
Stokes equations or from other continuum equation systems re-
quire the use of the velocity slip boundary conditions. Several
authors have recently proposed to use in this framework the ve-
locity slip conditions of second-order according to the Knud-
sen number to better take into account the rarefied effects for
the moderately rarefied gas flows. It should be noticed that the
Navier-Stokes equations result from the first order Chapman-
Enskog expansion and do not logically require the second or-
der of boundary conditions, as for example the Burnett or QGD
equations do. But, according to [14] if a certain degree of sym-
metry is present in the flow, the Burnett terms in the momentum
equation are equal to zero far from the wall, so that second order
slip can sometimes be meaningfully associated with the Navier-
Stokes momentum equation.

The form of the second order velocity slip boundary condi-
tion when the streamwise velocity depends only on the direction
normal to the wall and for a isothermal flow reads [14]:

us_iopg\/ﬁ(glrj)w
v (),

or ' or
whereagp anday,, are the first and second order velocity slip co-
efficients, which depend on the reflection law. Therefore, the
reflection process at the wall exerts a direct influence here, while
the intermolecular forces act only through the viscosity coeffi-
cient, whatever the interaction model used in the gas. This ap-
pears in the expression of the mass flow rate and also in the pres
sure and velocity profiles [22]. It should be noted that equation
(10) is written in terms of measurable quantities; for the appli-
cation however, it is very convenient to characterize the rarefied

1

= (10)

5

flow as depending on the mean free pattf the molecules or on
the Knudsen number. The molecular mean free path is define
by the relation

(11)

)\:k;\%\/ZKT,

where coefficienk, depends on the molecular interaction model.
Very often,ky, = 1/1/2 (i.e. a value close to that obtained from

the hard sphere model (HS) [19]) is retained. Another possibility
consists in using the expression deduced by Bird [20] for the vari
able hard sphere model (VHS), more general than the HS mode
According to this model, coefficietd, is equal to%
wherew, the viscosity index, depends on the type of gases (se
Table 3). Within the VHS model the viscosity thermal depen-

(V)
dence readsp = et (%ef) . In this work, we used the VHS

model. Using expression (11) for the mean free path, the velocit
slip condition (10) may be rewritten as
).
w

R

where coefficienté\; andA, may be presented in the form:

ou

or

1

100 ou
r

Us = =A1A ( ar ra

_0p
— 1

_ 92

A_‘]_ == T
k)\

Az (13)

Unlike the velocity slip coefficients, constams andA, depend
on the interaction model used in the gas.

Many different theoretical values of coefficiers and Ay
are proposed in the literature (see review articles [16], [21]). It
can be seen that no agreement has yet been reached on the c
rect value, not only of the second but also the first order coef
ficient. We will discuss below the various theoretical values of
the first and second order velocity slip coefficients and compar
them with the measured values (in Section "First and second ol
der effects”).

An analytical approach has recently been proposed [22] fo
isothermal two dimensional gas flows in micro channels. This
approach was based on a conservation equation system (qui
gasdynamic equations (QGD)), using modified closure relation
and new expressions of the various fluxes and involWngec-
ond order terms [23]. In the present work an analytical expres
sion of the streamwise mass flow rate as a function of a pressul
and its gradient is obtained under the same assumptions but for
cylindrical geometry:

T DR

= ZBaK (P? — 1+ 16A1KNout (P — 1)+
ou
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a
+64 <A2 + 2k2> In LPKngut> , (14)
A

where®? = B, /Pyt It should be noted, that the previous expres-
sion is obtained using the second order slip boundary condition
(12). The implementation of this condition seems to be more
meaningful for the QGD model than for the NS model, because
the QGD equations basically involve diffusive terms proportional
to the second order of the Knudsen number.

It is possible to consider equation (14) as a generalized ex-

Table 3. Physical constants of No under standard conditions.

Parameter N>
Viscosity (lref) (NS/m?) x 10°  1.656
Specific gas constan®()(J/kg K)  297.
Viscosity indexw 0.74
ky (VHS model) 0.731

pression derived using one of the two approaches: either the centered abouP = 4.75. The experimental conditions are sum-

Navier-Stokes or the QGD models both with the second order
boundary condition (12). In expression (14) coefficiant 0
corresponds to the NS equations and 1 to the QGD approach.

It should be noted that the mass flow rate expression given
by the QGD model in comparison with NS equations contains
one additional term proportional to the second order Knudsen
number. This term is phenomenologically different from the cor-

responding second order term appearing when using the second

order velocity boundary condition. In this case, the second or-
der effects are focused on the wall through the slip coefficients.
On the contrary, in the additional QGD second order term, the
second order effects result from diffusive and collisional effects
located in all the flowfield.

Furthermore a non-dimensional mass flow rate may be de-
duced from relation (14), where a mean Knudsen number de-
notedKny, appears, based on the mean presgire: 0.5(Pn +

S=1+8A;1Knnh+16 (Az +

I:)out):
a)
2¢
E 4
2 b

whereAP = B, — Pyt Expression (15) may be rewritten in the
more compact form:

P+1
P-1

In PKn2, =

PPy,
SURTL

=Ql/ (15)

S= 1+ A ny, + BNeOKn2 (16)

The analytical expressions of the mass flow rate (14) — (16)
will be used for calculations and comparison with the appropriate
measured values.

RESULTS AND DISCUSSION
First comparison of the results

marized in Table 4. Nitrogen was used as the working gas
The two methods implemented in the present work were alread

Table 4. Experimental pressure range.

Quantity Min Max
Inlet pressuréPa) 12188 121072
Outlet pressuréPa) 24502 24709
Outlet Knudsen numbé€ngt 0.0086 0871
Average Knudsen numbé&m,, 0.0029 0289

known, but they were transformed in order to be utilized in new
conditions, especially within new pressure ranges. The dro
method had previously been applied for outlet pressures highe
than480@Paand so for mass flow rates higher than those consid
ered here except [5], and similarly the pressure rise detection he
not been employed with such sensitive gauges. Figure 2 preser
the comparison of the mass flow rate measured with the two dif
ferent techniques for the same outlet Knudsen number range wi
the analytical solution (14) calculated as a function of the outle!
Knudsen number for a fixed pressure ratic= 4.7. The rela-
tive experimental error bars vanish when using the logarithmic
scale. Thus from Figures 2 we can conclude to a global agree
ment between the two experimental methods and moreover t
their reasonable agreement with the analytical QGD approach.
Figure 3 shows the experimental mass flow rate measure
with the two techniques, where the range of the pressure methc
is extended up to an average Knudsen nunigy ~ 0.3. The
experimental errors shown for the two methods are both of th
same order, as seen abowe4(2% for the drop method and
+4.5% for the pressure method). The experimental results ar
presented in a non-dimensional form according to the right-han
side of relation (15). Two analytical solutions are also plotted:
the analytical solution of NS equations with the first order ve-

Each experiment was carried out, with a constant pressure locity slip condition, this case correspondsAg= 0, a=0in

ratio P between the tanks, within the narrow ranggé7 — 5.02,

equation (15), and the analytical solution of the QGD equation:
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Figure 2. The squares and circles are the experimental measurements.
The solid line represents the analytical mass flow rate calculated accord-
ing to (14) with a fixed pressure ratio P = 4.7.

also with the first order velocity slip conditiod{ =0, a=1in
(15)). The second analytical solution is calculated with two pres-
sure ratio®? = 4.75. Figure 3 shows the presence of the second

order effects appearing for a mean Knudsen number greater than

0.1. The implementation of the NS equations with the first or-

der boundary condition underestimates the measured mass flow

rate while the QGD equations, also with the first order condition,

overestimate the measured mass flow rate. This result prompts

two comments:

the various theoretical models present differences which can

exceed the second order effects;

Figure 3. The circles and squares are the experimental measurements.
The solid line represents the analytical QGD solution calculated according
to equation (15) (A2 = 0, a = 1) with fixed pressure ratio P = 4.75. The
dashed line is the analytical NS solution (15) with Ao = 0, a= 0.

one drop may “explode” in the calibrated tube, causing a
pressure jump which distorts the measurements. It is to not
that the measurement of this jump gives the va@lEOPa,
which corresponds to the pressure difference upstrear
downstream the drop;

it is difficult to precisely estimate the drop-gas interface po-
sition in the syringe and to be sure to follow the same point
of this interface throughout the experiment.

The pressure method is free of this kind of problems and i
very easy to use because all the data are recorded and exploit

a second order seems really present anyway and should beautomatically. Moreover the pressure measurements could k

further analyzed.

A promising method of measurement
Now, the two methods should be compared with regard to
the difficulties encountered during their implementation, and also

improved: first it is possible to reduce the size of the tanks with-
out calling into question the steady assumption, and thus it woul
take less time to run the experiments. Itis also possible to exten
the Knp, range investigated by diminishing (down to about

3) with a reasonable experiment time length (shorter than tw
hours). Moreover replacing nitrogen with helium as the working

regarding their possible improvement. The drop method presents 92S and considering the respective physical properties of thes

the advantage of allowing us direct rough visual control of the
flow stationarity. But its implementation brings up various prob-
lems:

it is difficult to introduce the oil drop in the calibrated tube
without causing a small pressure jump in the second tank;
several drops may form in the calibrated tube, perturbing the
velocity and thus the pressure measurements;

gases, measurements can be carried ol figrup to 3.5, which
corresponds to mass flow rates of ab8ul0-1*kg/s. The po-
tentials of the second detector theoretically allgyy; to be de-
creased even more, but this is presently limited by a perturb
ing thermal creep effect induced by the pressure gauges hee
ing [24], [25] which makes a systematic investigation difficult.
Nevertheless a perspective is thus opened to obtain experimen
mass flow rate data for even higher Knudsen numbers.

Copyright (© 2006 by ASME



0.3

0.3

Figure 4. The circles and squares are the experimental measurements.
The solid line represents the fitting of the experimental data with the sec-
ond order polynomial function (17).

Finally, it should be noticed that the difficulties previously
pointed out in [7] about the single constant-volume tank dis-

appear under the present experimental conditions: the pressuré

gauge are sufficiently sensitive aRgl; sufficiently low to obtain

correct isothermal mass flow rate measures, for reasonable time

lengths and without significant perturbing effects of temperature
variations.

First and second order effects
In addition, the experimental dimensionless mass flow rate
data were fitted with &n,, second order polynomial form:

S7P= 14+ ANy 4 B¥PKnZ, (17)

by using a non-linear least square method, as detailed in [4]
with the same working gas, in silicon micro channels with rec-
tangular sections of high width-to-height ratio. Our measures
were obtained within narrower pressure ratio radgéb+ 0.27
and for Kny numbers exclusively relevant to the slip regime.
The experimental values obtained for 88" coefficients are:
ASXP = 1192+ 0.887, B*P = 15,61+ 3.746, where uncertainty
is estimated using the asymptotic standard errors. The experi-
mental data of the dimensionless mass flow rate, fitted using the
non linear least square method, are presented in Figure 4.
Basing our estimation on two experimental coefficiekfts
andB®P, we will estimate the first, and secona, velocity

slip coefficients in equation (10), according to coefficiekitand
Azin (12).

First order effect. From the comparison of the theoretical
(15) and experimental (17) mass flow rate expressions coefficiel
A; may be expressed in the form:

_ 9% _

Aq e

ASXP/8. (18)

The previous relation gives the experimental estimation of the
first velocity slip coefficieniop® = 1.0894 0.081 This value

is close to two theoretical predictions of the slip coefficient:
op = 1.012given by Kogan [27] andp, = 1.016 given by Cer-
cignani [26] (see Table 5). Both coefficients are obtained fron
the Boltzmann equation applying the BGK model in the Knudser
layer under the full accommodation assumption of the molecule
at the wall.

Then we compared our results with other experimental re
sults. Firstly with those concerning the velocity slip measurec
by the authors of [12]. They assumed the linear dependence
the mass flow rate on the Knudsen number, which may be justi
fied by the narrow experimental Knudsen number range (belov
to 0.04) and they obtained the velocity slip coefficient from the
flow rate measurements using the linear last square method. Tl
difference between the values of the slip coefficient measure
in[12] op = 1.192and in the present work may occur because of
the implementation of the mass flow rate models involving terms
of the different orders in Knudsen number. The use of the sec
ond order model allows us to define the velocity slip coefficient
more exactly. Moreover it should be noted that the nature of th
surfaces for both experiments is not the same: in [12] a packet ¢
glass capillaries with molten walls are used, which may be an
other reason for the difference observed in the measured valu
of the velocity slip coefficient. The authors of [12] also derived
theoretical results assuming a diffuse molecular scattering at th
wall.

Table 5. Experimental and analytical first order velocity slip coefficients.

Op
Kogan [27] 1.012
Cercignani [26] 1.016

Porodnov et al. [12] 1.192+0.021
from present exp. 1.089+0.081

We also derived an experimental value of the accommoda
tion coefficient using the Maxwell diffuse-scattering model. The
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use of Maxwell’s kernel for the gas-surface interaction gives the Two different cases are to be considered. From coeffiG&H
following value for the velocity slip coefficient, neglecting the we can estimate coefficieAp in the second order boundary con-

Knudsen layer influence dition for the QGD model. As mentioned above, the QGD model
involves a second order terms in Knudsen number and so requir
v JA2—a a second order (also in Knudsen number) boundary conditior

I S (19) more consistently than the NS model. Taking- 1 in equation

(21) we obtainAy = —0.597 or 0, = —0.318 Regarding the
second order coefficient, a simple meaningful comparison witt
the velocity slip coefficient obtained in [14] seems very diffi-
cult for various reasons. The author of [14] investigated a two-
dimensional cartesian symmetry. Therefore, in order to deduc
the corresponding second order results in the present cylindr
cal symmetry, various modelings are required. First, the secon
(20) order slip coefficient depends on the channel geometry when tal
a gential gradients exist: moreover its geometry dependence itse
depends on the molecular interaction modelling [14]. Second
this value ofu is given in Table 6 with the the accommodation co-  for the QGD model the definition of the mass flux vector [23] is
efficients obtained by other authors. All measurements were car- different from the classical NS definition used by the author [14]
ried out with different experimental techniques and in the chan- and the QGD mass flux contains the additional terms propor
nels with different surfaces. It should be noted that in the case of tional to the pressure and velocity gradients. This means that fc
full accommodation, the theoretical coefficies}f, which does ~ the QGD model itis necessary to deduce a different form of sec
not include the Knudsen layer condition, is equadi886. ond order boundary condition taking into account the particulal
Regarding all the results presented about the accommoda-definition of the mass flux and that the negative values of the ex
tion coefficient, one can conclude that both descriptions of the Perimentally deduced, coefficient is not necessarily surprising
molecular reflection from the wall seem convenient: for the phys- in the QGD theoretical frames.
ical conditions considered, the fused silica surface may be de- Implementation of the second order boundary conditions
scribed as a perfect diffuse surface as well as a quasi diffuse with the NS equationsa(= 0 in equation (21)) givesiyp =
Maxwell surface (according to the accommodation coefficients 0.181+0.043 or A = 0.339+0.081 As mentioned above, the
deduced from the measurements). comparison with the coefficients obtained from existing theoreti-
cal approaches [14], [15] is very difficult, first of all for geometri-
cal reasons. Both authors considered the rectangular geometrie
The value of the second velocity slip coefficient was obtainec

wherea is the part of the molecules reflected diffusively. Based

on equation (19) and on the measured value of the velocity slip
coefficient we can calculate the "experimental” tangential mo-

mentum accommodation coefficient using the relation

poro_ V20
P2

Table 6. Experimental tangential momentum accommodation coeffi-

cients. in [14] from the Boltzmann equation applying the BGK model
q for the very simple case of Poiseuille flow when the streamwise
velocity gradient is equal to zero.This is not the case for the flow
Maurer et al. [4] 0.87+0.03 studied here. Another theoretical analysis [15] that use the cor
Colin et al. [6] 0.93 cept of effective mean free path for momentum transfer withou
! ' ’ implementation of the Boltzmann equation gives a value of the
Arkilic et al. [8] 0.81-0.96 second velocity slip coefficient close to that proposed in [14] anc
Porodnov et al. [12] 0.925+0.014 equal todmy/32 (see Table 7).
from present exp. 0.933+0.037
Table 7. The second velocity slip coefficients.
02p
Second order effeciThe value of coefficienB®*P confirms Cercignani [14] 0.7667
that a significanKny, second order effect exists. We can calcu- )
late "the experimental coefficientgt, from the relation: Deissler [15] 0.883
Maurer et al. [4] 0.204+0.078
P+1
BXP_ 16 (Az(a) i ;;) 5p+ . Ino. 21) from present exp. 0.181+0.043
2 _
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An experimental study of the second order coefficients was financial support. They also thank R. Notonier and A. Tonettc
fulfilled in [4]. Besides the difficulty caused by the different from the “Service Commun de Microscopie Electronique”.
geometries respectively used, there were other difficulties arising
from the comparison with the measured values [4] are following.
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