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 User analysis is a crucial aspect of user-centered systems design ,  yet Human –
 Computer Interaction (HCI) has yet to formulate reliable and valid characterizations
 of users beyond gross distinctions based on task and experience .  Individual
 dif ferences research from mainstream psychology has identified a stable set of
 characteristics that would appear to of fer potential application in the HCI arena .
 Furthermore ,  in its evolution over the last 100 years ,  research on individual
 dif ferences has faced many of the problems of theoretical status and applicability
 that are common to HCI .  In the present paper ,  the relationship between work in
 cognitive and dif ferential psychology and current analyses of users in HCI is
 examined .  It is concluded that HCI could gain significant predictive power if
 individual dif ferences research was related to the analysis of users in contemporary
 systems design .  ÷ 1996 Academic Press Limited

 1 .  Introduction

 The current emphasis on user-centered design for interactive technologies (see ,  e . g .
 Norman & Draper ,  1986 ;  Karat ,  1991) places great emphasis on understanding the
 user in attempting to develop more usable artifacts .  To this end ,  design teams are
 urged to perform user and task analyses at the earliest stages of product
 development and to consider the nature of the users’ cognitive and physical
 predispositions and abilities .  These use characteristics are correctly seen as
 important in constraining the available design options and ,  if attended to ,  in
 increasing the likelihood of producing a usable application .

 In current situations user analysis often means distinguishing users broadly in
 terms of expertise with technology ,  task experience ,  educational background ,
 linguistic ability ,  gender and age .  Nielsen (1993) for example ,  proposes a three-
 dimensional analysis of users that draws distinctions in terms of domain knowledge ,
 computing experience ,  and application experience .  Booth (1989) of fers a more
 detailed list of user characteristics that clusters user variance into five broad
 dimensions :  user data ,  job characteristics ,  background ,  usage constraints ,  and
 personal traits .

 Of necessity ,  such user analyses are highly context sensitive and of fer little
 potential for generalization ,  never mind agreement across proponents .  Design
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 teams must repeat such data gathering for every new design process and there has
 been little progress over the last 10 years in characterizing users into groups that
 of fer predictive power in terms of likely response to new technologies .  Of course ,
 one can be sure that there are dif ferences between experienced and inexperienced
 users ,  or that computing expertise is likely to make some users more tolerant of ,  or
 ef ficient with ,  a given system than others ,  but the HCI community is less able to
 indicate in advance how user dif ferences relate to interface design ,  or what general
 form of system might best suit particular user groups beyond guidelines such as
 ‘‘provide menus for novices’’ .  This would seem to be an important avenue for
 research in HCI .

 In the present paper we will attempt to demonstrate that user analysis in HCI
 could gain substantive insight from examining the history of work on the psychology
 of individual dif ferences .  This work ,  ongoing for almost a century ,  has evolved into a
 form that appears to be applicable to practical design issues and of fers the HCI
 community an opportunity to develop a framework within which generalizable
 findings regarding users could inform both systems design and user training at the
 earliest stages .

 These issues are increasingly being raised in the design of interactive computing
 systems .  Egan (1988) reported dif ferences between users of the order of 20  :  1 for
 common computing tasks such as programming and text editing (a far greater range
 than usually found in human factors work) .  Furthermore ,  he pointed out that such
 dif ferences could be understood and predicted as well as modified through design .
 The ever-widening user population resulting from the dif fusion of technology means
 it is no longer enough to base ergonomic inputs on generic models of the users ,  or to
 assume training on computerized tasks can be standardized across user populations .
 Here the dif ferential approach must be married with the traditional physical and
 cognitive ergonomic approaches if worthwhile influence is to result .

 The potential payof f for the human factors profession is enormous .  For example ,
 as Overmier ,  Montague and Jenkins (1989) point out :  the US Navy teaches over
 7000 courses per annum to about 900  000 students ,  a significant proportion of these
 computer-based .  With failure rates for unselected samples often reaching 50% ,  any
 theory-based knowledge of the influence ,  in this case ,  of computer-based instruction
 type on individuals of varying abilities ,  becomes critically important .

 The study of individual dif ferences is as old as psychology itself ,  and one may
 wonder how it has remained so marginal to mainstream HCI which is usually
 receptive to psychological theory .  It is clear that the domain of dif ferential or
 correlational psychology has largely evolved separately from the experimental
 tradition so much so that writers as early as Boring (1929) and as recent as Jenkins
 (1989) refer regrettably to the two approaches as distinct disciplines within
 psychology ,  each concerned with dif ferent issues and employing dif ferent methods ,
 often with little interaction between them .  Most noticeable is the dif ference in what
 Thorndike (1954) termed the ‘‘laboratory values’’ of these two approaches .  The
 dif ferential approach is characterized by large sample sizes and the rigorous
 application of multivariate or factor-analytic techniques in the search for identifiable
 patterns of dif ferences within the samples .  For the dif ferentialist ,  variations from the
 mean are thought to reflect latent mental structures or ‘‘factors’’ required to
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 perform a task .  The experimentalist ,  however ,  is less concerned with sample sizes
 and typically assumes relative homogeneity among subjects of whatever ability is
 required to perform a task ,  often relegating inter-subject dif ferences into the
 category of error variance .  Where individual dif ferences are of interest ,  for
 contemporary experimentalists at least ,  process (how a psychological event occurs)
 rather than structure (what psychological factors are employed) in task performance
 is its most important determinant .

 The two approaches can be bridged .  Adams (1989) argues that the field of
 learning has always attempted to draw on both ,  if only as a result of the continuous
 debates about the relationship between intelligence and learning (see ,  e . g .  Gagne ,
 1967) .  As will be shown ,  some investigators are beginning to take an interest in
 individual dif ferences in human information processing and are applying dif ferential
 concepts to experimental investigations (e . g .  Dillon & Schmeck ,  1983 ;  Sternberg ,
 1985 ;  Kyllonen ,  1993) .  To date ,  the HCI community ,  in drawing on psychology ,  has
 adopted the experimental rather than the dif ferential tradition .  The present paper
 will argue that HCI could benefit greatly from attending to dif ferential work .

 This review examines the dominant themes of current dif ferential psychology and
 discusses ef forts to apply an experimental approach to the study of individual
 dif ferences in cognitive abilities .  It will then look at attempted and potential
 applications of this work to problems of personnel and user selection .  On the basis
 of these reviews it proposes analysing individual dif ferences in cognitive terms so
 that both user analysis and computer systems design may be better supported by
 human factors psychologists .  In part ,  this review will take the reader outside of
 mainstream HCI concerns but in so doing it will seek to demonstrate how such a
 historical perspective gained from theoretical psychology can have relevance to HCI
 problems .

 2 .  Differential psychology

 In very general terms the modern history of psychological studies of individual
 dif ferences began with an attempt to identify a general factor (such as intelligence) ,
 which gave way to a search for multiple factors (or mental abilities) ,  which in turn
 waned in favor of contemporary attempts to reduce the exploding number of
 multiple-factor theories to a more manageable set of core abilities .  (In the 18th
 century ,  the concept of ‘‘faculty’’ developed in psychology ,  and phrenology had
 anticipated this search ,  but this review will be limited to the era of ‘‘scientific’’
 psychology . )

 Initial interest focused on mental tests ,  in laboratories ,  such as Wundt’s in Leipzig
 in the late 1800s .  Here ,  researchers were interested in dif ferences between
 individuals in terms of learning ability and sought to associate these dif ferences with
 such indirect measures as reaction time ,  finger tapping speed ,  tactile sensitivity and
 keenness of vision .  The goal was to identify lower-level sensory and motor
 capabilities that would explain dif ferences in higher-level learning and other mental
 tasks .

 It soon became clear that such measures alone were unsatisfactory (just as
 contemporary usability evaluations in HCI would be seen if they were based solely
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 on input device speed for example) and Ebbinghaus (1895) and Wissler (1901)
 concluded on the basis of empirical studies that the psychomotor and sensory tests
 of the time bore little or no relationship to learning ability of students (though more
 recent approaches emphasize the importance of processing speed ,  as measured by
 reaction time ,  in successful prediction of higher-level performance as will be
 discussed later) .  Similarly ,  Binet argued for measurement of more complex activities
 such as memory and comprehension and developed his influential test of intelligence
 (Binet & Simon ,  1905) utilizing items that had a higher degree of fidelity to the tasks
 students would be required to perform in educational settings (a crucial insight and
 one which Dunnette (1976) argued has been largely ignored by more recent
 dif ferential psychologists attempting to construct elaborate theories of individual
 dif ferences—a point discussed later in terms of current HCI applicability) .

 Adopting a more strictly statistical approach to the measurement of intelligence ,
 Spearman (1904) developed correlational tests to determine the relationships among
 a variety of variables ,  such as school grades and teacher ratings ,  and concluded that
 all intellectual activities share a single common factor (the general factor—‘‘g’’)
 accompanied by a number of specific factors (‘‘s’’) that influence an individual’s
 ability on particular tasks .  Correlations between performance on any two tasks were
 thus influenced by ‘‘g’’ and whatever ‘‘s’’ factors were important for successful
 performance on each of the tasks .  The legacy of this distinction still runs through
 contemporary work in which specific factors have come to be named and groups of
 these have been linked (e . g .  Carroll ,  1993) .

 The work of Thurstone and his followers in the decades surrounding World War
 II (e . g .  Thurstone ,  1938) led to the proposal and empirical corroboration of
 approximately seven aptitudes ,  or primary mental abilities ,  that can characterize
 individuals ,  the most commonly cited and tested being :  verbal comprehension ;  word
 fluency ;  arithmetic ability ;  spatial relations ;  memory span and duration ;  perceptual
 speed ;  and inductive reasoning .  To some extent all of these factors ,  or derivatives of
 them ,  are still employed in individual dif ferences work [e . g .  see Tirre and Pena
 (1993) for work on verbal comprehension ,  Lohman and Kyllonen (1983) for work on
 spatial relations or Dempster (1981) on memory span] .  The rejection of a unitary
 concept termed ‘‘intelligence’’ in favor of a more detailed account of a range of
 specific abilities or aptitudes has been virtually complete (though it is debatable that
 any one ,  even Binet ,  really assumed that a unitary property ,  even ‘‘academic
 ability , ’’ existed as such) .

 After Thurstone ,  the classification of human abilities produced a bewildering
 array of (generally factor-analysis-based) aptitudes .  The result ,  by the mid 1960s ,
 was myriad dimensions or constructs purporting to distinguish people in terms of
 abilities ,  cognitive style ,  personality and so forth ,  with little apparent unity between
 theories and increasingly fine distinctions being drawn between constructs .

 Probably the most ambitious theory of this period was Guilford’s (1967) Structure
 of Intellect (SI) Model .  He proposed and tested for over 30 years the theory that
 human cognitive abilities could be described on three dimensions (cubic form) :
 operations (cognition ,  memory ,  divergent production ,  convergent production and
 evaluation) ;  content (figural ,  symbolic ,  semantic and behavioral) ;  and products
 (implications ,  transformations ,  systems ,  relations ,  classes and units) .  Any one
 individual can be described as having an aptitude or ability according to his success



















all intellectual activities have one common factor, but specific tasks have their own factors that are relevant to the task at hand. 

Individuals can be defined by several "aptitudes" or "primary mental abilities" that are apparently common amongst everyone. 

Structure of Intellect:
Content: maniuplatable sensory input?
Operations: processes on content?
products: The results of the operations?



 USER ANALYSIS IN HCI  623

 or failure in dealing with tasks involving particular contents ,  operations and products
 e . g .,  a person competent in cognitive operations involving semantic products such as
 classes or relations might be said to have ‘‘high verbal ability’’ .

 This model posits the existence of up to 120 distinct aptitudes (patterns of
 strengths on these cognitive dimensions) ,  and represents the culmination of the
 multiple-aptitude approach .  By the 1970s Guilford and colleagues claimed the
 successful identification of 98 of the (by then postulated) 120 aptitudes (Guilford &
 Hoepfner ,  1971) ,  and this number had grown to 105 (by now out of 150) by the early
 1980s (Guilford ,  1982) .  Critics of the theory however were less impressed and
 numerous analyses of its empirical basis drew attention to the form of factor analysis
 used by Guilford and his team (e . g .  Carroll ,  1972) .  In particular ,  they were accused
 of overly-subjective identification of factors .  Horn and Knapp (1973) demonstrated
 that using Guilford  et al . ’s method of factor identification it is quite possible to
 support any theory ,  even those generated by grouping variables at random .  Haynes
 (1970) performed a re-analysis of a subset of Guilford’s data and reported a general
 factor with loadings of 0 . 30 or higher on 28 of the 34 tests he had chosen to
 represent 17 of the supposedly most clearly established SI factors ,  suggesting that a
 more conservative interpretation of the data would significantly reduce the number
 of factors identified .  One might see interesting parallels in the early literature on
 user categorization in HCI ,  where the distinctions between programmers and
 non-programmers ,  gave way to more elaborate job-based classifications before
 dissatisfaction with these reduced most discussions of user types to knowledge-based
 distinctions (Dillon ,  1987) .

 In an attempt to lessen the confusion that resulted from the multitude of aptitudes
 that had been proposed ,  the Educational Testing Service (French ,  Ekstrom & Price ,
 1963) had assembled a ‘‘kit’’ of reference tests .  This consisted of 24 aptitudes that
 were tested with two to five tests per aptitude .  Summarizing the scene 10 years later ,
 Dunnette (1976) argued that on the basis of more recent evidence ,  10 of these
 aptitudes had stood the test :  speed of closure ,  fluency ,  inductive reasoning ,
 associative memory ,  memory span ,  number facility ,  perceptual speed ,  deductive
 reasoning ,  spatial orientation and verbal comprehension .  He noted in conclusion
 how remarkable it was that ‘‘years of factorial research since Thurstone’s seminal
 contribution have added only minor modifications to his list of Primary Mental
 Abilities’’ (Dunnette ,  1976 :  p .  483) .  Current theorists (e . g .  Sternberg ,  1985) seem to
 agree that these represent relatively stable factors .

 The 1970s and 1980s were a period of revision and meta-analysis within
 dif ferential psychology .  Researchers became increasingly sophisticated in the ap-
 plication of multivariate and factor analytic techniques (see ,  for example ,  Nessel-
 roade & Cattell ,  1988) and several re-analyses of the older data sets have been
 performed .  Carroll (1993) reports results of a 10 year program of re-analysis that he
 undertook ,  stating that there are about 2500 data sets covering 10  000 variables in
 the literature of which he has re-analysed 463 sets .  Such re-analysis ,  he claims ,  is
 needed not only to check published data but to provide a consistent basis for
 comparison (Carroll chose hierarchical exploratory factor analysis for his re-analysis) .

 Carroll’s characterization of the field also suggests relatively little progress has
 been made over the years .  Like others ,  he identifies the core concepts of Thurstone
 as key but contends that they have been accepted too uncritically ‘‘and used as basis
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 for repetitive ,  largely uninformative studies year after year ,  even up to the present’’
 (Carroll ,  1989 :  p .  45) .  While there has been much critical debate on the use of
 factor-analytic techniques over the years ,  Sternberg (1985) sums up the arguments
 by saying that when attempting to isolate global ,  structural constellations of data
 then the techniques are sound but still subject to misuse .  However ,  the argument
 goes ,  there has been a tendency when factor analysis is misused to blame the
 technique rather than the misusers .

 The Carroll re-analysis groups factors into a three-level hierarchy that is
 undoubtedly the most representative summary of current thought .  The top level is
 general intelligence ( g ) .  Under this ,  Carroll (1993) distinguishes eight ability
 categories :
 $  crystallized intelligence †
 $  fluid intelligence
 $  general memory and learning
 $  broad visual perception
 $  broad auditory perception
 $  Broad retrieval ability
 $  broad cognitive speed
 $  processing speed .

 Each of these general ability types is further subdivided to provide specific first
 order factors of type usually found in any one investigation ,  e . g .  memory is divided
 into associative memory ,  episodic memory ,  memory span and visual memory .
 Carroll admits that many other factors could be added (particularly at the first-order
 level) and the connections between factors at dif ferent levels are more complicated
 than his classification seems to indicate .  However as a general synopsis of research
 to date this is probably the least contentious classification in the literature ,  and it has
 been highly praised by many reviewers as the likely standard conceptualization for
 the foreseeable future (see ,  e . g .  Kline ,  1994) .

 In summary ,  it appears that theorists dif fer primarily in terms of the number of
 posited factors and the organization of these into hierarchic ,  cubic ,  radial or linear
 form .  The interpretive procedures used in ‘‘factoring’’ data appear largely respon-
 sible for these dif ferences .  All assume that abilities are determined by ‘‘latent’’
 mental factors best revealed by identifying individual dif ferences in test perfor-
 mance .  As Carroll (1993) shows ,  many of the dif ferences betwen theorists can be
 reduced by providing a consistent basis for comparison (i . e .  a standard factor
 analytic technique and conservative interpretations of the resultant data) .  An
 obvious implication for HCI research is to avoid overly fine distinctions based on
 plausible task or knowledge based distinctions and to seek robust cognitive and
 psychophysiological constructs on which to categorize users .  A useful starting point
 might be the extension of Carroll’s hierarchy to the analysis of user performance
 with interactive systems .

 †  The distinction between crystallized and fluid intelligence dates back to Cattell (1943) who posited
 that crystallized intelligence reflected the extent to which an individual had profited from education ,
 training and cultural influences ,  and fluid intelligence reflected basic abilities in reasoning and higher
 cognitive processes .











These abilities are innate to an individual; test results "bring them to light". 
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 3 .  Cognitive science and individual differences

 As with experimental psychologists ,  cognitive scientists originally tended to be more
 interested in general models of processes rather than in individual dif ferences ,
 maintaining the separation of approaches to psychology discussed earlier .  However ,
 during the last 20 years there has been growing interest in estimating the variability
 among people in terms of cognitive process ,  following the work of Hunt ,  in
 particular ,  in the mid 1970s (e . g .  Hunt ,  Lunneborg & Lewis ,  1975 ;  Hunt ,  1978)
 which tried to explain dif ferences in verbal intelligence in information processing
 terms ,  specifically speed of access to lexical information in long-term memory
 (LTM) .  Hunt and his colleagues empirically demonstrated an interaction between
 treatment ef fects and certain characteristics of subjects as measured by aptitude tests
 and thereby raised the issue of how to investigate or control for inter-subject
 dif ferences in experimental studies of cognition .

 Since then ,  individual dif ferences in information processing have been investigated
 for numerous constructs and processes :  associative learning (Kyllonen ,  Tirre &
 Christal ,  1991) ,  name retrieval in verbal processing (Perfetti ,  Goldman & Hogaboan ,
 1978) ,  visual information processing (Chiang & Atkinson ,  1976) ,  automatic vs .
 controlled processing (Ackerman & Schneider ,  1985) ,  and identification speed in
 memory span tasks (Dempster ,  1981) to name but a few .  The list of variables studies
 is ever-increasing and it would be pointless to list them here .  Reviews of some of
 this work can be found in Lohman (1993) ,  and its relevance to HCI is argued
 cogently in Egan (1988) .  Suf fice it to say that for most components of information
 processing that have been subjected to dif ferential investigations ,  individual
 dif ferences have been observed .

 The cognitive approach to individual dif ferences postulates likely subsidiary
 processing stages in some ‘‘total’’ activity ,  devises appropriate experimental tasks to
 measure these and correlates overall task performance measures with the tests of
 ability .  The major dif ference between the cognitive approach and earlier dif ferential
 approaches to individual dif ferences is the former’s emphasis on dynamic rather than
 on structural dif ferences between individuals .  In many ways this is a natural
 extension of earlier factor-analytic work ,  identifying dif ferences and attempting
 to account for them in information-processing rather than structural terms
 alone .

 The cognitive approach can be classified in terms of levels of processing involved ,
 which broadly run from concern with information processing speed on simple tasks
 to a concern with accuracy on complex problem-solving tasks .  Sternberg (1985) ,  for
 example ,  distinguishes between research on information-processing aspects of ability
 in terms of four speed measures employed :  pure speed (e . g .  simple reaction time)
 for which correlations are at best ,  low (e . g .  Jensen ,  1982) ;  choice speed (e . g .  choice
 reaction time) for which correlations with typical intelligence measures of about
 � 0 . 30 have occasionally been shown (e . g .  Nettelbeck ,  1982) ;  speed of lexical access
 (e . g .  letter-comparison) which seems to reliably correlate approximately  � 0 . 30 with
 intelligence (e . g .  Hunt  et al . ,  1975) ;  and speed of reasoning processes (e . g .  syllogistic
 reasoning) which Sternberg further breaks down into performance and executive
 processes in reasoning ,  both of which he claims on the basis of his own work (e . g .
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 Sternberg & Gardener ,  1983) to correlate with intelligence at levels between  � 0 . 33
 and  � 0 . 70 in various studies .

 The speed-based classification proposed by Sternberg (1985) is not exhaustive as it
 of fers little scope for the inclusion of work for which speed is of less or little concern
 [e . g .  in the study of individual dif ferences in learning and solving mathematical
 problems ,  Mayer (1982)] .  In cases such as these ,  it is the breakdown of task
 performance and the classification of errors that can lead to the identification of
 likely processing components .  Strength or weakness in these components’ operations
 is more useful than speed in distinguishing individuals (even if the operation of these
 components may ultimately be distinguished in temporal terms) .  This is the
 approach adopted for studying dif ferences in a variety of domains such as deductive
 reasoning (Johnson-Laird ,  1985) or analogic problem solving (Whitely ,  1980) .
 Kyllonen’s (1993) four-sources model seeks to explain variance in cognitive task
 performance in terms of working memory capacity ,  information processing speed ,
 and the breadth of procedural and declarative knowledge .  Such a model of fers a
 potentially unifying perspective on individual dif ferences in cognitive task perfor-
 mance and appears to be more applicable to HCI concerns .

 4 .  Personality and cognitive style

 Personality ,  defined loosely as traits or stable tendencies to respond to certian
 classes of stimuli or situations in predictable ways (see ,  for example ,  Cattell ,  1965 ;
 Cronbach ,  1984) ,  has a long history of research and suf fers many ,  if not more of the
 same problems that af flicted ability-dif ferences research ,  namely the explosion of
 postulated personality models ,  factors or traits as they are normally termed .  Cattell
 (1965) ,  for example ,  proposed the existence of 16 distinct traits such as ‘‘cool-
 warm’’ ,  ‘‘practical – imaginative’’ ,  ‘‘shy – bold’’ ,  ‘‘submissive – dominant’’ ,  etc .  which
 he derived through factor analysis of rater intercorrelations .  The California
 Psychological Inventory (Gough ,  1958) suggests there are 22 basic traits such as
 ‘‘dominance’’ ,  ‘‘sociability’’ etc .  Eysenck (1947) claims that only two orthogonal
 dimensions truly dif ferentiate individuals :  introversion – extraversion ,  and
 neuroticism – emotional stability .  In later years ,  he added a third dimension dealing
 with psychoticism .  More recent work (Eysenck ,  1982) argues that these dimensions ,
 coupled with work on heredity and psychophysiology ,  provide a potentially unifying
 paradigm for the study of personality .

 Personality measures retain a degree of acceptability in personnel selection work
 and user analysis that is dif ficult to justify empirically although recent re-analyses in
 this field have led to the proposal of the ‘‘Big Five’’ personality factors :  neuroticism ,
 extraversion ,  openess to experience ,  agreeableness ,  and conscientiousness (Digman ,
 1990) .  A recent review of this work by Landy ,  Shankster and Kohler (1993)
 concluded that it is still too early to draw any reliable inferences on this
 characterization ,  though it hardly inspires confidence that Hough (1992) suggests
 that these five factors really ought to be extended to nine .

 ‘‘Cognitive style’’ refers to relatively stable patterns of information processing that
 are displayed by an individual .  In a sense it can be seen as the cognitive-
 psychological ,  or more accurately ,  information-processing equivalent of personality .
 Popular in the 1960s and 70s ,  this field again was dogged by the proposal of
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 innumerable style dimensions such as ‘‘holism – serialism (Pask ,  1976) ,  ‘‘field
 dependence – independence’’ (Witken ,  Moore ,  Goodenough & Cox ,  1977) and
 ‘‘reflective – impulsive (Kagan ,  Rosman ,  Day ,  Albert & Phillips ,  1964) ,  which have
 intuitive appeal as representing the thought patterns of individuals but are hard to
 distinguish from many existing personality constructs and seem to add little to what
 can be predicted about performance solely on the basis of aptitudes (Vernon ,  1972) .
 Indeed ,  cognitive styles such as ‘‘visualizer – verbalizer’’ have proved of little use in
 predicting user performance with various user interfaces (see ,  e . g .  Booth ,  Fowler &
 Macaulay ,  1987) .

 However ,  before dismissing style (or personality) as a concept it is worth
 considering possible causes of this poor showing .  These include the possibility that :
 (i) the dimensions identified thus far are superficial and need refining to determine
 true information processing dif ferences ;  (ii) individuals are capable of manifesting
 several styles even presumably contradictory ones ,  depending on the circumstances ;
 and (iii) specific styles may be highly correlated (positively or negatively) with
 specific tasks .  To date though ,  there is little empirical support for any of these
 hypotheses ,  but they do suggest potentially fruitful lines of further research .

 5 .  Psychomotor differences and skill acquisition

 In parallel with much of the research on information processing ,  research on
 psychmotor performance was also addressing individual dif ferences .  Adams (1987)
 traces this research back to Thorndike’s (1908) interest in the variance of
 performance as a function of practice .  Thorndike’s main finding was that variance
 did not decrease with training or practice ,  a claim that naturally enough caused a stir
 amongst educationalists .  Subsequent work (e . g .  Kincaid ,  1925) cast doubt on this
 finding but the real surge of interest in motor performance occurred during the years
 leading up to World War II when the problem of pilot selection ,  a task with a
 considerable motor component ,  became acute .

 Research up to this point seemed to indicate that motor skills were highly task
 specific (e . g .  Seashore ,  1928) ,  representing ‘‘ � s’’ rather than ‘‘ � g’’ factors in
 Spearman’s terms .  However ,  as part of the selection drive during the war ,  military
 researchers worked on the development of what became known as the Complex
 Co-ordination Test Battery (see Adams ,  1987) that was considered useful enough to
 be employed for pilot selection [a meaningful distinction thus being drawn between
 theoretical import and practical relevance ,  an issue of frequent concern in
 contemporary HCI work ,  see ,  e . g .  Landauer (1995)] .

 Subsequent research on dif ferential motor skills has been strongly influenced by
 Fleishman and colleagues (e . g .  Fleishman & Hempel ,  1954 ;  Fleishman ,  1972) .  Their
 usual approach involved extensive training on the Complex Co-ordination Test (or
 similar) as the criterion ,  with printed and motor tests used as a reference battery .
 Performance on training tasks at dif ferent levels of learning was usually correlated
 with test scores and the results were factor analysed to identify particular abilities in
 motor performance .  This led to the proposal of several psychomotor aptitudes such
 as coordination ,  spatial relations etc .,  some of which were highly criterion-task
 specific .  Despite criticism of some of their findings for methodological or analytical
 weakness (Adams ,  1987) ,  Fleishman and Hempel (1954) did clearly identify an

Too many dimensions of cognitive style also abound.









The failure of these styles is perhaps in that they are not fully refined;  that people are not definied by a single style;  that styles may be correlated with specific tasks. 

Psychomotor aptitude: a particular ability related to human motor performance. 
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 interesting pattern of skill development that continues to be studied .  They showed
 that as motor skill was acquired ,  the learner progressed through a stage of
 predominantly perceptual or cognitive processing to one dominated by psychomotor
 ability i . e .  proficiency in early learning phases is related most closely to factors such
 as perceptual speed of spatial awareness .  With increased practice ,  skill is determined
 less by these and more by motor constraints .

 Most recently ,  as witnessed in intelligence testing research ,  Ackerman (1987 ,
 1988) has performed extensive re-analyses of some of Fleishman’s data as well as
 carrying out new studies to examine these changes from an information processing
 perspective .  On the basis of this work ,  he proposes that skill acquisition occurs
 through three stages ,  typically described as cognitive ,  associative and automatic
 (utilizing the model of Fitts & Posner ,  1967) ,  each of which is influenced by dif ferent
 abilities .  For Ackerman (1987) ,  stage 1 is reliant mostly on general intelligence or
 ability ,  stage 2 on perceptual speed and stage 3 on psychomotor ability .  Individual
 dif ferences in skill acquisition are therefore determined at dif ferent stages of
 learning by dif ferences in one or other of these three types of ability .

 Ackerman’s work marks an interesting and fruitful marriage of information
 processing to dif ferential psychology .  In terms of the debate over variance in
 performance with practice ,  this model suggests that ,  given ’‘task consistency’’ (i . e .
 low attentional demands and the prospects of automaticity occurring) ,  general
 ability will cease to be a major determinant of performance as skill is acquired .  If
 psychomotor dif ferences are the final determinant of the level of asymptotic
 performance ,  then inter-person variance should diminish over time ,  assuming that
 such dif ferences themselves are small .  For inconsistent tasks (i . e .  always requiring
 attentional resources) ,  general ability-performance relationships will account for
 most of the variance in performance .  Studies of individual-dif ference variance and
 the ef fect of practice or training need to be based therefore on a detailed
 understanding of the task being performed [precisely the argument Dunnette (1973)
 made earlier ,  and a core perspective in HCI practice ,  see ,  e . g .  Shackel & Richardson
 (1991)] .

 6 .  Applications of differential psychology

 According to both common sense and the assumptions of most employers ,  people
 vary ,  thus any group of workers performing virtually any type of task are not likely
 to be performing equally ef fectively at all times .  This is presumably the founding
 principle of personnel selection ,  i . e .  recruit and retain the best people for the job .
 However ,  one could extend this argument to include the design of the technology
 that an organization uses ,  since dif ferent systems will be usable to varying extents by
 dif ferent users ,  and this is a clear link to the application of this work in HCI .

 Hull (1928) is generally credited with the first study of variance in worker
 performance .  He calculated the best-to-worst ratios for a variety of workers in terms
 of their output and reported ratios in the range of 1 . 5  :  1 to 4  :  1 .  His general
 conclusion was that the best workers were typically twice as productive as the worst .
 Tif fin (1943) calculated the distribution (as opposed to Hull’s reliance on the range)
 of output on a variety of jobs and found Hull’s estimate to generally hold true .
 Interestingly ,  he also reported an increase in performance with experience (as





Thinking process -> muscle memory?

First stage involves "General intelligence" (what is that?) 

Second Stage involves the associative capacity, the perceptual capacity of an individual

Third stage is simply how well the body remembered the task.

For tasks that change a lot - thereby requiring attentional resources - Stage 1 (general ability) accounts more for individual differences. 

For tasks that don't change much, the differences sort of level out over, although still differentiated by motor skill.
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 expected) but a decrease in the variance across the sample over time ,  a contrary
 finding to Thorndike’s (1908) claim that individual dif ferences did not diminish over
 time but which would now be consistent with the Ackerman – Dunnette theories of
 dif ferential performance .

 As with Carroll’s recent attempts to categorize abilities through re-analysis ,  work
 on individual dif ferences in worker performance has focused on re-analysis of earlier
 studies in the light of new or refined statistical procedures .  Schmidt and Hunter
 (1983) summarized data from 17 published studies of performance variability and
 confirmed Hull’s ratio .  They define ‘‘best’’ as the 95th performance percentile and
 ‘‘worst’’ as the 5th ,  and report the best to be twice (however defined) the worst with
 little or no quality vs .  rate trade-of f .

 Recent work has also attempted to quantify the value of good performers to an
 organization .  This has traditionally been seen as dif ficult to estimate reliably ever
 since Brogden (1950) examined a formula for estimating the return on selection that
 was based on test validity and the standard deviation of productivity .  This issue has
 been raised in contemporary HCI work since it is assumed that users’ abilities to
 utilize new technology is positively correlated with job performance and some
 researchers seek to demonstrate the cost-benefits of well-designed technology to an
 organization (see ,  e . g .  Chapanis ,  1991) .

 Accountancy-based analyses (e . g .  Roche ,  1965) examined unit output per worker
 and related this to unit costs and profits ,  concluding that there would be a possible
 3 . 7% profit increase in using appropriate selection tests in recruitment for the
 company concerned .  Cronbach and Gleser (1965) criticized this finding as simplistic ,
 failing to take account of type and value of component in calculating worker output
 (not all outputs were of equal value or could be produced as quickly) and thereby
 pooling rates inappropriately .

 A series of studies by Schmidt and colleagues (e . g .  Schmidt & Hunter ,  1983) has
 produced what appears to be a more acceptable method ,  termed the Rational
 Estimate .  They argued that the best judges of a worker’s productivity were their
 immediate supervisors and elicited information from these on the performance of a
 variety of workers .  Raters had to estimate in cash terms the productivity of poor ,
 average and good workers (designated the 15th ,  50th and 85th percentile perfor-
 mers) .  Pooling ratings from supervisors and assuming a normal distribution of
 abilities ,  these data yielded an estimate of the standard deviation of productivity in
 cash terms .  Over several studies they found suf ficiently consistent results to propose
 the rule that the standard deviation (S . D . ) of workers’ productivity is between
 40 – 70% of salary .  If the best are really considered to be two standard deviations
 better than the worst then this puts a very high price on poor selection .  Schmidt and
 Hunter (1981) estimated that poor selection by the US Federal Government with 4
 million employees ,  was then costing $16 billion per annum .

 Critics of the Rational Estimate argue that it is inherently subjective ,  the raters
 are asked to put cash terms on worker productivity purely on the basis of their own
 judgement .  Proponents counter that the approach merely asks raters to estimate
 productivity in terms of how much they would have to pay to an outside firm to
 acquire the service the worker provides ,  a not wholly satisfying response .  But
 additional evidence supporting the Rational Estimate is emerging .  Bobko and
 Karren (1982) for example ,  used the Rational Estimates approach to rate 92
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 insurance salesmen and deduced a S . D .  (worker productivity) of $56  000 .  Actual
 sales figures were then used and these showed a S . D .  of $52  000—a very close match
 to the estimated figure .  Ledvinka and Simonet (1983) also provide supporting
 evidence ,  reporting that productivity in their sample could be put into objective cash
 terms consistent with the ‘‘40 – 70% of salary’’ rule .  Such an approach has clear
 resonance with the concerns of the HCI community to justify their involvement in
 the design process .  As well as performing the cost – benefit analyses advocated by
 Nielsen (1993) amongst others ,  an individual dif ferences based approach of this kind
 could emphasize the financial value of designing the most appropriate interface for a
 given user population .

 7 .  Use of tests in selection

 Use of tests for selection began in military selection and placement in World War I ,
 before spreading to commercial organizations in the 1920s (see ,  e . g .  Freyd ,  1923) .
 Developments since then have been tied largely to the theoretical and methodologi-
 cal approaches of dif ferential psychology described above ,  though Guion (1976)
 suggests that testing and selection procedures were considered so valid by the
 middle of the century that psychologists were no longer required to administer them ,
 personnel managers were suf ficient [an issue surely worthy of further examination by
 those within the human factors profession concerned with technology transfer ,  and
 ‘‘giving HCI away , ’’ Diaper (1989)] .

 Doubts about testing both in terms of culture bias and predictive validity reached
 a head in the mid 1960s with the passing of the Civil Rights Act in America
 prohibiting the use of selection procedures that might be biased against minorities ,
 and the publication by Ghiselli (1966) of a damning review of predictive validities of
 tests .  In the case of bias ,  it is possible to devise culture-fair tests but given the
 wording of the law in the US ,  even a valid and fair test can be seen as being used to
 bias selection of candidates .  This issue will not be discussed further here except to
 observe that it provided a climate in which certain findings were readily seized on
 and frequently distorted .

 Ghiselli (1966) compared the results of published studies of the validity of ability
 tests .  In ef fect he compiled mean validity coef ficients for studies using either
 trainability or proficiency (performance at the actual task) as a criterion for three
 types of clerical jobs .  This sample of data covered the use of 25 tests .  He reported a
 range of validity coef ficients from 0 . 01 (for interest and proficiency in recording
 clerks) to 0 . 58 (for cancellation / perceptual accuracy and training success in
 recording clerks) ,  with a mean validity coef ficient of 0 . 30 for all tests .  This finding
 was a disappointment to advocates of testing in selection ,  suggesting as it does that
 tests only account for 9% of the variance in trainability or proficiency .

 These results led some researchers to assume that the validity of tests varied as a
 result of situational variables in the work organization ,  resulting in the postulation of
 numerous moderator variables such as organizational climate ,  worker motivation ,
 leadership style etc .  which were presumed to ‘‘moderate’’ the extent to which
 test-based estimates of aptitude correlated with eventual job performance .  As
 moderator variables failed to be reliably demonstrated (see ,  e . g .  Schmidt ,  Hunter &
 Caplan ,  1981) ,  a more pessimistic view suggested that the prediction of validity for
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 any specific test and organization was too complex ,  therefore a local validation study
 would always be required in order to determine the most appropriate test for any
 given situation—the ‘‘situation-specificity hypothesis’’ (Ghiselli ,  1973) .  Again ,  this
 emphasis on context specificity has obvious parallels with current emphases in
 usability testing (Dumas & Redish ,  1993) .

 Schmidt and Hunter (1977) however argued that the problem with most
 meta-analytic studies is that they accept the variance across studies at face value and
 ignore the possible contamination ef fect of sampling error .  Given the small sample
 sizes typical of most studies (mean of  n  �  68 according to a survey of 1500 studies by
 Lent ,  Aurbach & Levin ,  1971) ,  correlations can be very unstable .  Furthermore ,
 criterion reliability varies ,  i . e .  if proficiency is estimated by supervisor ratings ,  then it
 is important to realize that the ratings themselves ,  though ecologically valid ,  have a
 reliability that varies around a mean of  r  �  0 . 60 (Cook ,  1988) .  Other possible
 limitations in validity coef ficients include :  restricted range (scores may be limited by
 job restrictions on performance) ,  test reliability ,  criterion contamination (‘‘objec-
 tive’’ raters of performance may actually know the subjects’ test scores) and other
 experimenter errors (e . g .  typographical or computational errors) .

 Schmidt and Hunter (1977) proposed a number of formulas to correct for several
 of these possible errors in validity generalization ,  which have been modified and
 adjusted slightly over the following years (see ,  e . g .  Hunter ,  Schmidt & Pearlman ,
 1982) .  Hunter and Hunter (1984) used such formulae in a review involving 23 new
 meta-analyses of data on validity studies (including a re-analysis of Ghiselli’s
 meta-analysis) .  In short ,  they found that true mean validity for ability tests is
 generally much higher than Ghiselli’s estimate of 0 . 30 ,  and is in fact 0 . 53 .  This is the
 figure they cite for general ability composite measures and the prediction of success
 on jobs for which employees will be recruited at entry level and trained after hiring .
 Where the predictor is used to make cases for promotion ,  and current performance
 is the criterion then they argue that prediction based on a work sample test may be
 equivalent ( r  �  0 . 54) .  Combining predictors (as is typical) is mathematically likely to
 increase total validity at most by the square of the validity of the less valid predictor .
 Even then ,  the various predictors must be weighted or else the combined predictors
 may in fact reduce the total validity that would be obtained using only the best
 single prediction .

 One implication of all these analyses and re-analyses is that measures of ability
 can account for approximately 25% of variance in performance .  They are not unduly
 limited by situation specificity and thus can be used for most selection applications
 with appropriate caution .  If used in combination with other sources of information
 such as previous work experience ,  education ,  task knowledge ,  etc .,  they should add
 important data to the decision making process .

 8 .  Implications of this work for HCI

 The present review has ranged over a century of work in dif ferential and
 experimental psychology in the search for clues this work may of fer HCI researchers
 interested in better analysing users .  From this perspective there appears now to be
 little need for further number-crunching exercises to search for factors underlying
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 general abilities .  The practical implications of 100 years of dif ferential psychology
 seem to the present authors to be the following .
 (1)  A core number of basic abilities have been reliably and validly identified ,  though
 their names and precise relationships to each other are still in question .  They include
 the original list proposed by Thurstone ,  as modified recently by Carroll into his
 three-stratum model .  For the foreseeable future we envisage this classification to
 remain stable .
 (2)  These cognitive abilities influence the performance of specific tasks in predic-
 table ways .
 (3)  Understanding these abilities and dif ferences can be fruitfully tackled within an
 information-processing perspective that emphasizes the changing role of various
 processing stages in skill acquisition and task type .
 (4)  The reliability and validity of user and task analyses for systems design could be
 improved on the basis of this work .  As a result ,  user analysis could support the
 design of more cognitively compatible interfaces or lead to the development of more
 appropriate training packages for users .
 (5)  This theoretical analysis of user dif ferences would support greater generalization
 of findings across HCI applications .  This would enable research to build on a
 scientific base and advance user classifications from their current reliance on
 experience or job-based criteria .

 The last three points emphasize that an understanding of what sets certain user
 types apart in cognitive terms can constrain the number of potential design
 solutions .  Given the current reliance on broad measures such as task experience ,
 technical skills ,  domain knowledge or even age in typical user analysis (e . g .  Greene ,
 Gomez & Devlin ,  1986 ;  Nielsen ,  1993) there is a definite opportunity for more
 rigorous theoretical and data-driven approach here .  While common sense variables
 are likely to remain important in establishing context ,  generalizability can only be
 obtained with a more consistent basis of comparison .  Psychological measures of
 individual dif ferences provide one such basis .

 This work is only beginning to be addressed in the HCI community but it seems to
 be insightful (e . g .  Vicente & Williges ,  1988) .  Allen (1994) examined the relationship
 between two cognitive abilities (logical reasoning and perceptual speed) ,  and user
 performance with an information retrieval system designed to present items in one
 of two dif ferent ways (rank-ordered or non-rank-ordered output) .  While he reported
 no ef fect for perceptual speed ,  logical reasoning (as tested by the Diagramming
 Relationships Test ;  Ekstrom  et al . ,  1976) interacted significantly with interface type ,
 leading Allen to conclude that users with low logical reasoning ability would have an
 increased chance of identifying relevant information if they used a system designed
 to provide rank-ordered rather than traditional non-rank-ordered output .  Extending
 this analysis ,  one could estimate the distribution of logical reasoning ability across a
 population and so devise appropriate interface design for specific contexts ,  e . g .
 public libraries ,  medical research centers ,  etc .

 Sein ,  Olfman ,  Bostrom & Davis (1993) examined the abilities of users with either
 high or low visual ability to learn to use three dif ferent software applications (email ,
 modeling software and operating systems) .  In so doing they manipulated training
 and interface design (command language and direct manipulation) .  Using a standard
 test for visual ability [the VZ2 paper folding test of Ekstrom  et al .  (1976)] ,  they
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 found that ‘‘high visuals’’ indeed learned faster on all applications .  Perhaps most
 interestingly though ,  from an HCI perspective ,  was their finding that with
 appropriate training and interface design ,  the gap between the two user groups
 could be reduced and even reversed .  In particular ,  they emphasized the role of
 direct manipulation interfaces in increasing the users’ ability to visualize the system’s
 activities .

 What is interesting from both these studies is the explicit mapping of individual
 dif ferences to interface characteristics .  Both show that even though there are
 dif ferences amongst users that predict performance with interactive systems ,
 appropriate design of the interface and / or training can reduce these dif ferences .  Sein
 et al .  (1993) for example ,  showed that direct manipulation interfaces could reduce
 the requirement for the user to form a detailed internal representation of the system
 state during interaction and that such a lessening in requirement ,  aided low-visual-
 ability users to perform as well as high-visual-ability users .

 Such an approach to the study of computer users is both theoretically possible and
 practically important .  The prediction of 25% of variance on the basis of ability alone
 is useful and encouraging but should not be considered the end of the story .  Much as
 the situation-specificity requirement of recruitment testing has been modified ,  with
 the identification of information processing distinctions among users ,  the complete
 reliance on in-site usability testing might be lessened .  Linking specific physical ,
 perceptual and cognitive abilities to specific tasks analysed in ergonomic terms
 would thus further extend our predictive abilities ,  after all ,  selection in industry
 rarely relies solely on test scores but combines these data with other sources of
 information (job history ,  experience ,  references ,  etc . ) to build up a composite view
 of candidate employees .  The present authors see the analysis of individual
 dif ferences similarly as one means of gaining better understanding of the users of
 interactive technologies that would be combined with other relevance sources of
 information of the kind outlined by Booth (1989) .  The authors contend that
 psychological knowledge in this domain is approaching a level of sophistication that
 can have significant impact on real-world issues .  The natural reticence of the human
 factors profession towards theoretical perspectives (see ,  e . g .  Barber 1988) may be
 justifiable on the basis of previous failures in transfer ,  but should not prevent
 attempts based on mature findings and pragmatic theories rooted in real-world
 concerns .

 This work was supported in part by the Institute for the Study of Human Capabilities ,  Indiana
 University Bloomington .  Feedback from readers of the draft version of this paper located on
 the WWW at http : /  / www-slis . lib . indiana . edu / FacultyResearch / adillon-inddif f . html is grate-
 fully acknowledged .
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