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Abstract 

 
In today's competitive business, paying attention to the feedback from customers has become a valuable 
factor for organizations. Organizations have found that satisfied customers are not only a repeated buyer, 
they are also propaganda arm of the organization. Therefore, the correct analysis of their feedback by 
relying on information technology tools is a key element in the success of the organizations in trade. People 
generally share their opinions about purchased goods on the Web sites or in social networks. Extraction of 
these opinions is known as a special branch of text mining under the term of sentiment mining. Although 
this category is brand new, but in recent years, extensive researches have been done on sentiment analysis 
and classification of intentions. Therefore, in this paper a model is suggested about sentiment mining with 
the ability to extract users' opinion and product features. So dataset of customer comments has been made 
in a way that the comments are taken from a Website about some specific digital products. Then the 
paragraphed opinions are converted into sentences and the sentences are separated into two categories of 
subjective and objective. Next, user’s opinion and product features are taken from subjective sentences by 
using StanfordPOStagger and relying on Tf-idf factor for product features and finding opinion polarity by 
using SentiWordNet tools. In this way, user satisfaction of specific features of the product can be detected. 
As a means of evaluation, three factors of Recall, Precision and F-Measure provide an indication of the 
accuracy of each part of this research. 
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I. Introduction 
 
Surveys about public social events, political movements, trade strategies, marketing and product 
advantages, appear as a challenging subject. Traditional methods required to ask a large numbers 
of people about their feelings on the census by online or offline networks. By changing the 
direction of using the web, like information production and information sharing (Web 2.0), social 
media services have emerged. Now online users can easily express their opinions through news 
portals, discussion forums, publications, messages, blogs and micro-blogs or tweets. So the 
consent of the people to engage in social interactions dramatically has been increased. By using 
opinion mining and sentiment analysis of users who shared their feedback in social networks, we 
can achieve the desired results. 
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(Jafari and Minayi, 2012) proposed a method for analyzing the reviews in Farsi language. In this 
research, user comments were proposed on a feature level in the e-shop and the algorithm 
presented in English was improved to Persian by identifying subjective sentences on the text. 
Then the evaluation by web scraping and Mozenda software shown an improvement of 27% is 
achieved. 
In the research by (Montejo-Ráez et al., 2013), the proposed method combines SentiWordNet 
scores with a random walk analysis of the concepts found in the text over the WordNet graph. 
The approach is compared with simple scoring of sentences based on the values assigned to 
individual concepts in SentiWordNet and also with supervised learning using Support Vector 
Machines. They show that such an unsupervised approach can obtain similar results to SVM, 
without requiring annotated training corpora and being applicable to any domain. 
In order to extract positive feeling of customers for 16 world brands (Mohamed, 2013) used 
sentiment analysis for customers brands on Twitter by counting the number of words of English 
with relative frequency. For coding textual data posted on Twitter, QDAMiner 4.0 software 
package was used. And then twitter and the ggplot2 libraries in the R software package version 
2.15 to conduct the quantitative sentiment score were used. Finally, they used the StreamGraph 
software package to visualize the trend of tweets across a period of time for all brands (Clark, 
2008). 
In the study by (Liu and Hu, 2004 ’a‘), sentiment statements were analyzed on a sentence level 
which first downloads all the reviews and stores them in the database. After that a POS tagger 
tags all the reviews which will work as hooks for the mining part responsible for finding frequent 
features. This step is skipped by some systems which employs manual feature annotation as in 
the study by (Li and Zhao, 2009) where ontologies were used to annotate movies features 
manually. Next, with the tagged sentences and features identified, opinion words are extracted 
and their semantic orientation is identified with the help of WordNet. Now with opinion words 
identified and extracted, the system identifies infrequent features. In the last part of the process 
the orientation of each sentence is identified, and a summary is generated. This method works 
well but it hides a very important detail which in the article by (Yu et al., 2008) this problem is 
solved, through sentiment analysis in the feature. 
(Fu et al., 2013), have worked on text-based affect analysis (AA) of Japanese narratives from 
Aozora Bunko. In their research, they addressed the problem of person/character related affect 
recognition in narratives. They extracted emotion subject from a sentence based on analysis of 
anaphoric expressions at first, then the affect analysis procedure estimated what kind of 
emotional state each character was in for each part of the narrative. 
(Xia et al., 2011) made a comparative study of the effectiveness of ensemble techniques for 
sentiment classification. Three types of ensemble methods of feature sets and classification 
algorithms were evaluated on reviews of movies and products. In another early work, (Turney, 
2002) applied an unsupervised learning algorithm to classify the emotional orientation of users’ 
reviews (i.e., reviews of movies, travel destinations, automobiles and banks). His approach 
calculated the mutual information between each phrase and the word ‘‘excellent’’, as well as the 
mutual information with the word ‘‘poor’’. Then, the difference of the two mutual information 
scores was used to classify each review as ‘‘recommended’’ or not. 
Affect emotion words could be used as presented by (Keshtkar and Inkpen, 2012) using a 
corpus-based technique. In this work, a bootstrapping algorithm is introduced based on 
contextual and lexical features for identifying paraphrases and to extract them for emotion terms, 
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from nonparallel corpora. They started with a small number of seeds (WordNet Affect emotion 
words). This approach learned extraction patterns for six classes of emotions. 
In the study by (Pak and Paroubek, 2010) also a corpus of tweets for sentiment analysis was 
generated, by selecting positive and negative tweets based on the presence of specific emoticons. 
Subsequently, they compare different supervised approaches with n-gram features and obtain the 
best results using Naïve Bayes with unigrams and part-of-speech tags. 
ED on a sentence level was proposed by (Lu et al., 2010) .They proposed a web-based text 
mining approach for detecting emotion of an individual event embedded in English sentences. 
This approach was based on the probability distribution of common mutual actions between the 
subject and the object of an event. Web-based text mining and semantic role labeling techniques 
were integrated, together with a number of reference entity pairs and hand-crafted emotion 
generation rules to recognize an event emotion detection system. They did not use any large-
scale lexical sources or knowledge base. It was shown that this approach revealed a satisfactory 
result for detecting the positive, negative and neutral emotions. It was proved that the emotion 
sensing problem is context-sensitive. 
 

II. Methods 
 
In this paper five electronic products are selected from amazon.com. 301 users’ comments were 
collected and saved in a database. The database columns include a number for each comment, 
the product name, context of comments about the specific product and a number which shows 
the number of comments. Then each comment which was a paragraph will be divided into 
separated sentences, which in figure 1 is displayed: 

 

 
Figure. 1. Sentence extraction from users’ comments.  

 
A. Model framework 
The proposed model is shown in figure 2. This Figure introduces a summary of the approach 
which has done in this paper. First of all, the raw database that includes context of comments, 
is divided into sentences. Next step sentences are separated into subjective and objective 
sentences that will be explained below. This paper only focuses on the subjective statements. 
These sentences are tagged by Stanford POS tagger software then noun and adjective tags 
will be extracted. Product feature is taken from tagged noun by using Tf-idf factor and the 
polarity of the tagged adjectives is obtained by using SentiWordNet and the adjectives are 
known as an opinion. Finally, the user’s satisfaction is achieved from the pairs of (attribute, 
opinion). In the following parts, description of each section will be thoroughly discussed. 
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Figure. 2. Proposed model framework. 
 

As shown in figure 2, after splitting the sentences, they are divided into two categories: 
subjective and objective, which are defined as follows: Subjective sentence: is a sentence 
which user describes his opinion about product feature. Objective sentence: is a sentence 
which user only tells news and there isn’t any relationship with the specific product and also 
the sentences that user describes some information about product technical feature (Jafari and 
Minayi, 2012). “The photo quality is amazing” can be an example for subjective sentences 
and “I bought 2 of this model for Christmas presents” for objective sentences which exist in 
the database. 

 
B. Part Of Speech Tagger 
In this division, subjective sentences reflect the personal opinion of the users about the 
specific product. Therefore only a subjective statement can be used to analyze users' 
comments. First of all, subjective sentence is inserted in Stanford POS tagger software which 
was presented in the paper written by (Yi et al., 2003). The POS tagger software is a word 
tagger and shows the part of speech of each word in a sentence. This software is formed of 
36 sections that each section shows the part of speech in a sentence (like noun, verb, 
adjective, etc). In this paper, the tagged noun (which is shown as NN, NNS, NNP, etc) and 
the tagged adjective (JJ, JJS, JJR, etc) are extracted by using this application. Schematic of 
the application is shown in figure 3. 
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Figure. 3. Stanford POS tagger. 

 
 

C. Extracting product features  
The tagged noun obtained by Stanford POS tagger software, is known as product feature. But 
it’s clear that many recognized nouns cannot be included in this section so they mustn’t be 
product feature because most of them like (review, job, number, etc) are meaningless. It 
seems that the names which have been used too many times in the context of comments must 
be important for users that are mentioned in the paper written by (Hu and Liu, 2004 ’b‘). As a 
result, after the names were recognized by Stanford POS tagger software, using Rapidminer 
software which is considered as a data mining software and relying on the Tf-idf factor, noun 
label is extracted as a product feature. In this way, repetitive nouns, are recognized by using 
Rapidminer software and considered as a product feature. The design of this software 
includes two sections.  The first part is reading the nouns as the input by using these 
operators (Read Document and Process Document). The second part is identifying the 
repetitive nouns and the number of times it is repeated, using Tf-idf factor and Tokenize and 
Stem operators. These parts are shown in figures 4, 5 and 6. 

 
 

 
 

Figure. 4. Reading inputs. 
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Figure. 5. Tokenization and stemming in Rapidminer. 
 
 

 
 

Figure. 6. The obtained result by using Rapidminer software. 
 

 
D. Extracting users' opinion 
In this section, synonyms of opinions which are obtained by Stanford POS tagger software, 
must be found because synonyms of an opinion can represent the same feeling of the word. 
So WordNet which is a database for words, is used and also in researches (Montejo-Ráez et 
al., 2013 ; Liu and Hu, 2004 ’a‘) is examined. This application classifies words to synonym 
sets called synsets and considers a short definition for each of synonyms. The synonyms of 
each opinion are extracted by using this software which is shown in figure 7. In this paper, 
the version 2.1 of WordNet was used. 
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Figure. 7. An example of WordNet software. 
 

After extracting synonyms for opinions, their polarity should be defined. Because positive or 
negative opinion represents the user’s feeling about the product feature. Thus polarity of the 
opinion in context comments which were tagged by Stanford POS tagger, is determined by a 
software called SentiWordNet (Ohana and Tierney, 2009 ; Das et al., 2010). This application 
works in the range of [-1,1] that -1 means that word is negative,  1 means that word is 
positive and 0 is neutral. Figure 8 shows an example of this application. 

 

 
 

Figure. 8. An example of SentiWordNet software. 
 
III. Results and Analysis 

 
After determining the polarity of the opinions by SentiWordNet and also identifying nouns that 
were mentioned as product feature, can reach a pair of word (attribute, opinion) which indicates 
that each feature includes how many opinion with the values of positive, negative and neutral. 
This approach is performed for five products separately and they are shown in figures 9, 10, 11, 
12 and 13. 
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Figure. 9. Product No. 1 (Canon G3 digital camera). 
 
 
 

 
 

Figure. 10. Product No.  2 (Creative Labs Nomad Jukebox Zen Xtra 40GB mp3 player). 
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Figure. 11. Product No. 3 (Nikon coolpix 4300 digital camera). 
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Figure. 12. Product No. 4 (Nokia 6610 celluar phone). 
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Figure. 13. Product No. 5 (Apex AD2600 Progressive-scan DVD player). 
 
In this section, evaluation of collected opinions for five products that were taken from 
amazon.com, in order to indicate the accuracy of the research, is shown below. Table I indicates 
what percentage of the total sentences is subjective. Table II describes that what percentage of 
tagged nouns is product feature and finally, Table III shows what percentage of all adjectives are 
really opinion. 
 

 
TABLE I 

 EVALUATION OF SUBJECTIVE SENTENCES 
 

*  F-measure Recall Precision 
Subjective sentences 0.82 0.93 0.74 

 
 

TABLE II 
 EVALUATION OF PRODUCT FEATURE 

 
Products F-measure Recall Precision 

digital camera: Canon G3 0.96 0.98 0.95 
mp3 player:  Creative 
Labs Nomad Jukebox 

Zen Xtra 40GB 

0.91 0.88 0.95 

digital camera: Nikon 
coolpix 4300 

0.85 0.8 0.9 

celluar phone:  Nokia 
6610 

0.86 0.88 0.85 

dvd player:  Apex 
AD2600 Progressive-

scan DVD player 

0.7 0.81 0.62 
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TABLE III 

EVALUATION OF OPINIONS 
 

Products F-measure Recall Precision 
digital camera: Canon 

G3 
0.88 0.93 0.84 

mp3 player:  Creative 
Labs Nomad Jukebox 

Zen Xtra 40GB 

0.91 0.93 0.9 

digital camera: Nikon 
coolpix 4300 

0.91 0.95 0.88 

celluar phone:  Nokia 
6610 

0.87 0.87 0.88 

dvd player:  Apex 
AD2600 Progressive-

scan DVD player 

0.86 0.87 0.86 

 
 

IV. Conclusions 
 
Nowadays, people generally share their opinions about purchased goods on websites or social 
networks. People opinion about a subject, indicate personal feeling towards the topic. Opinion 
mining and sentiment mining can help the producers of the product in order to make customers 
more satisfied. Therefore this paper tries to provide a way to extract and evaluate customer 
satisfaction about a product. Method of this paper is that unprocessed raw data of the user’s 
comments about the products is classified in a database. Then paragraphs are converted into 
sentences and subjective statements and objective statements are divided in order to explore 
subjective sentences that are derived from personal comments. Next, adjectives and nouns are 
extracted from subjective sentences. Adjectives polarity and repetitive nouns that are known as 
product feature, are described. Then the pair (attribute, opinion) for each product is made of 
obtained information. The evaluation shows that this approach has high accuracy. For future 
work, verbs in the sentences can be extracted and analyzed. So the user’s opinions will be more 
accurately evaluated.  

 
References 
 

i. Alireza Jafari and Behrooz minayi Bigdeli (2012). “Analysis of User Feedback on Product Features in the 
Persian language”, 8th Annual National Conference of Computer Society of Iran Sharif University of 
Tehran. 

ii. Arturo Montejo-Ráez, Eugenio Martínez-Cámara, M. Teresa Martín-Valdivia, L. Alfonso Ure˜na-López. 
(2013), "Ranked WordNet Graph for Sentiment Polarity Classification in Twitter". Computer Speech and 
Language. Vol 28, Issue 1. 

iii. Bruno Ohana, Brendan Tierney. (2009), Sentiment Classification of Reviews Using SentiWordNet. 9th. IT & T 
Conference 

iv. Chunping Li Lili Zhao. (2009) , Ontology based opinion mining for movie reviews. KSEM. 
v. Das, Amitava, and Sivaji Bandyopadhyay. (2010), SentiWordNet for Indian Languages. “The 8th Workshop 

on Asian Language Resources, PP. 56–63” 

http://www.ijcsns.com


          International journal of Computer Science & Network Solutions                                   Dec.2015-Volume 3.No.12 
              http://www.ijcsns.com                                                                ISSN 2345-3397 

12 
 

vi. Jeonghee Yi, Tetsuya Nasukawa, Razvan Bunescu, and Wayne Niblack. (2003) , Sentiment analyzer: 
Extracting sentiments about a given topic using natural language processing techniques. In Proceedings of 
the IEEE International Conference on Data Mining (ICDM). 

vii. Keshtkar Fazel, Inkpen Diana. (2012) , A bootstrapping method for extracting paraphrases of emotion 
expressions from texts.Computer Intelligence  

viii. Liu Bing Hu Minqing. (2004) ’a‘, Mining and Summarizing Customer Reviews. KDD'04. Proceedings of 
the tenth ACM SIGKDD international conference on Knowledge discovery and data mining, Pages 168-
177, ISBN: 1-58113-888-1 

ix. Lu Cheng-Yu, Lin Shian-Hua, Liu Jen-Chang, Cruz-Lara Samuel, Hong Jen-Shin. (2010) , Automatic event-
level textual emotion sensing using mutual action histogram between entities. Expert System with 
Applications; 37:1643–53. 

x. Minqing Hu and Bing Liu. (2004) ’b‘, mining opinion features in customer reviews. In Proceedings of 
AAAI, PP. 755–760. 

xi. Mohamed M. Mostafa. (2013) , Social networks’ text mining for consumer brand sentiments. Expert 
Systems with Applications 40. 4241–4251 

xii. Pak, A., Paroubek, P., (2010) . Twitter as a corpus for sentiment analysis and opinion mining. In: Chair, N.C.C., 
Choukri, K., Maegaard, B., Mariani, J., Odijk, J., Piperidis, S., Rosner, M., Tapias, D. (Eds.), Proceedings of 
the Seventh Conference on International Language Resources and Evaluation (LREC’10). European Language 
Resources Association Valletta, Malta; ELRA. , pp. 19–21. 

xiii. Philip S. Yu Ding Xiaowen, Liu Bing. (2008) , A holistic lexicon-based approach to opinion mining. 
WSDM'08. 

xiv. P.D. Turney. (2002), Thumbs up or thumbs down? Semantic orientation applied to unsupervised 
classification Association for Computational Linguistics (ACL), pp. 17–424. 

xv. R. Xia, C. Zong, S. Li. (2011) , Ensemble of feature sets and classification algorithms for sentiment 
classification, Inf. Sci. 181, 1138–1152. 

xvi. Xianghua Fu, Guo Liu, Yanyan Guo, Zhiqiang Wang. (2013), Multi aspect sentiment analysis for Chinese 
online social reviews based on topic modeling and How Net lexicon. Knowledge-Based Systems; 37:186–95 . 
 

 

 

http://www.ijcsns.com

