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Abstract−Image segmentation has a long tradition as 
one of the fundamental problems in computer vision. 
Level Sets are an important category of modern 
image segmentation techniques are based on partial 
differential equations (PDE), i.e. progressive 
evaluation of the differences among neighboring 
pixels to find object boundaries. Earlier method used 
novel level set method (LSM) for image segmentation. 
This method used edges and region information for 
segmentation of objects with weak boundaries. This 
method designed a nonlinear adaptive velocity and a 
probability-weighted stopping force by using 
Bayesian rule. However the difficulty of image 
segmentation methods based on the popular level set 
framework to handle an   arbitrary number of 
regions. To address this problem the present work 
proposes Multi Region Level Set Segmentation which 
handles an arbitrary number of regions. This can be 
explored with addition of shape prior’s 
considerations. In addition apriori information of 
these can be incorporated by using Bayesian scheme.   
While segmenting both known and unknown objects, 
it allows the evolution of enormous invariant shape 
priors. The image structures are considered as 
separate regions, when they are unknown. Then 
region splitting is used to obtain the number of 
regions and the initialization of the required level set 
functions. In the next step, the energy requirement of 
level set functions is robustly minimized and similar 
regions are merged in a last step. Experimental result 
achieves better result when compare with existing 
system. 

 Keywords − Active contour, Bayesian criterion, finite 
difference, image Segmentation, level set, and partial 
differential equation. 
 

I. INTRODUCTION 
      Image segmentation is the process of 
partitioning a digital image into multiple segments 
called as set of pixels, which are also known as 
super pixels. The typical use of image segmentation 
is to locate objects and boundaries (lines, curves, 
etc.) in images. Image segmentation assigns a label 
to every pixel in an image such that pixels with the 
same label share certain characteristics. 
      The result of image segmentation is a set of 
segments that collectively cover the entire image. 
Pixels of a region are similar with respect to some 
characteristic, such as color, intensity, texture, etc. 
Adjacent regions differ significantly with respect to 
the same characteristics. In the case of medical 
imaging, the set of contours produced after image 

segmentation can be used to create 3D 
reconstructions with the help of interpolation 
algorithms like marching cubes. 
      If an image has been pre processed 
appropriately to remove noise and artifacts, 
segmentation is often the solution for 
understanding the image. The Image segmentation 
group the regions according to similar 
characteristics or features shared among them.  
        Image segmentation may use any   technique, 
such as, statistical classification, edge detection, 
segmentation based on PDE, thresholding, region 
detection, clustering or any combination of these 
techniques. Most of the segmentation techniques 
are either region-based or edge-based. 
               

Region-based: Region-based techniques 
rely on common patterns in intensity 
values within a group/cluster of 
neighboring pixels. The group/cluster is 
referred to as the region, and the main 
objective of the segmentation algorithm is 
to group regions according to their 
anatomical or functional roles. 
 
Edge-based: Edge-based techniques             
rely on discontinuities in image values 
between distinct regions, and the main aim 
of the segmentation algorithm is to 
accurately demarcate the boundary 
separating these regions. 

       Segmentation has two objectives. The first 
objective is to decompose the image into parts for 
further analysis. In simple cases, the environment 
might be well enough controlled so that the 
segmentation process reliably extracts only the 
parts that need to be analyzed further. For example, 
an algorithm was presented for segmenting a 
human face from a color video image. The 
segmentation is reliable, provided that the person's 
clothing or room background does not have the 
same color components as a human face. In 
complex cases, such as extracting a complete road 
network from a greyscale aerial image, the 
segmentation problem can be very difficult and 
might require application of a great deal of domain 
building knowledge. 
       The second objective of segmentation is to 
perform a change of representation. In an image, 
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the pixels must be organized into higher-level units 
that are either more meaningful or more efficient 
for further analysis (or both). A critical issue is 
whether or not segmentation can be performed for 
many different domains using general bottom-up 
methods that do not use any special domain 
knowledge. The segmentation methods have 
potential use in many different domains. The 
prospects of having a single segmentation system 
work well for all problems appear to be dim. 
Experience has shown that an implementer of 
machine vision applications must be able to choose 
from a toolset of methods and perhaps tailor a 
solution using knowledge of the application. 
 

II. LITERATUR SURVEY 
       Several general-purpose algorithm and 
techniques have been developed for image 
segmentation. These techniques must be combined 
with a domain's specific knowledge in order to 
effectively solve the domain's segmentation 
problems. 
      Using a partial differential equation (PDE)-
based method and solving the PDE equation by a 
numerical scheme, the image can be segmented. 
Curve propagation is a popular technique in the 
PDE based method, with great number of 
applications to object extraction, object tracking, 
stereo reconstruction, etc. The core idea is to 
gradually develop an initial curve towards the 
lowest potential of a cost function, and its 
definition must reflect the task to be addressed. The 
minimization of the cost functional is very 
important as for most inverse problem and it 
introduces certain smoothness constraints on the 
results, which can be expressed as geometrical 
constraints on the evolving curve.  
       In this paper [8], we propose an energy 
functional which is a modified version of the 
Chan–Vese model [1], and which has a stationary 
global minimum that results in a bimodal 
segmentation of the image based on the colors. In 
[1], Chan and Vese have proposed a model that 
implements the Mumford–Shah functional [6] via 
the level set function for the purpose of bimodal 
segmentation. The segmentation is performed by an 
active contour model which uses the information 
inside regions rather than the gradients on the 
boundaries. Through a level set function φ the 
segmented regions are represented. 
       In this paper, we propose a new level set-based 
partial differential equation (PDE) for the purpose 
of bimodal segmentation. This equation is derived 
from an energy functional which is a modified 
version of the fitting term of the Chan–Vese model. 
The energy functional is designed to obtain a 
stationary global minimum, i.e., the level set 
function which evolves by the Euler–Lagrange 
equation of the energy functional has a unique 
convergence state. The existence of a global 
minimum makes the algorithm invariant to the 

initialization of the level set function, whereas the 
existence of a convergence state makes it possible 
to set a termination criterion on the algorithm. 
Chan and Vese have proposed a model that 
implements the Mumford–Shah functional via the 
level set function for the purpose of bimodal 
segmentation. The segmentation is performed by an 
active contour model which uses the information 
inside regions rather than the gradients on the 
boundaries.  
       The minimizer of the energy sometimes 
becomes a local minimizer. For example, the inside 
region of an object cannot be detected, if the initial 
contour is initialized to enclose the object. 
However, when the zero level set settles on the 
outer boundary of the object, there is no sign 
change in the next time step, and the algorithm 
stops running, leaving the inside regions non 
detected. This is due to the fact that there is no 
decrease in the energy in the next time step. For 
this reason, Chan and Vese choose a non-
compactly supported smooth strictly monotone 
approximation of the Heaviside function, so that 
inside regions can be detected. However, with the 
approximation of the Heaviside function, the 
energy functional has no minimizer φ at all. Even 
after the zero level contour stops moving, the value 
of φ﴾r﴿ (on both sides of the zero level contour) 
keeps moving to ∞ or −∞. Due to the continual 
increase in the magnitude of the value of φ﴾r﴿, it 
becomes difficult to set a termination criterion on 
the algorithm. 
        In the first part of this paper [13], we present a 
curve evolution approach to minimizing the 
original Mumford–Shah functional, thereby 
obtaining an algorithm for simultaneous image 
smoothing and segmentation. In contrast to 
anisotropic diffusion algorithms, however, the 
smoothing is linear, with edge preservation based 
upon a global segmentation as opposed to local 
measurements based upon the gradient. The 
development of this model is based upon both 
estimation-theoretic and geometric considerations. 
However, each gradient step involves solving an 
optimal estimation problem to determine piecewise 
smooth approximations of the image data inside 
and outside the active contour. We obtain these 
estimates by solving a linear partial differential 
equation (PDE) for which the solution inside the 
active contour is decoupled from the solution 
outside the active contour. This PDE, which takes 
the form of a Poisson equation, and the associated 
boundary conditions come directly from the 
variational problem of minimizing the Mumford–
Shah functional assuming the set of discontinuities 
(given by our active contour) to be fixed. In the 
second part of this paper, we generalize the data 
fidelity term by substituting a spatially varying 
penalty for the traditional constant one. This 
“missing data” problem arises regularly in archived 
or high speed motion picture films, damaged 
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paintings, and remote sensing and medical images 
with data dropouts due to speckle and sensor data 
gaps. By applying this missing data technique in a 
structured manner, we then develop a novel 
approach for simultaneous image magnification, 
segmentation, and smoothing, thereby providing a 
new application of the Mumford–Shah functional. 
This technique constitutes a more global approach 
to interpolating magnified data than traditional 
bilinear or bi cubic interpolation schemes, while 
still maintaining sharp transitions along region 
boundaries. Furthermore, the curve length penalty 
in our Mumford–Shah based flow tends to prevent 
the blocky appearance of object boundaries which 
is a symptom of replication-based schemes. 
    One key factor in diffusion tensor imaging (DTI) 
analysis [16] is a proper choice of diffusion tensor 
distance that measures the similarity or 
dissimilarity between the tensors and is particularly 
important in the aforementioned tasks. In the 
following, we will present a brief overview of 
different tensor distance measures used in DTI 
analysis and various techniques currently in vogue 
in using tensor-based information for segmenting 
DTI. In general, any kind of matrix norm can be 
used to measure the distance between two 2-
tensors. The stopping criterion in this case is 
chosen as a decreasing function of the trace of the 
sum of the structure tensors formed from individual 
elements of the given tensor in the tensor field. 
This amounts to taking the Frobenius norm of the 
tensors in the tensor field formed by the gradient 
magnitude of the individual channels/components 
of the given tensor. This scheme is a gradient based 
active contour (snake) whose performance is 
lacking in absence of significant gradient in the 
data. Moreover, the norm used here is not invariant 
to affine transformations of the input coordinates 
on which the original tensor field is defined. Affine 
invariance is a desirable property for the 
segmentation scheme when dealing with data sets 
obtained from different hardware. 
         The paper [17], provides a new unified tensor 
level set method for image segmentation, which is 
region-based. This model provides a new tensor, 
which is the order of three that can extract the 
features of pixels like the local geometrical 
features, such as orientation and gradient, and 
average gray scale value. The region-based level 
set method is represented from scalar to tensor by 
defining a weighted distance. Level set methods 
used in [2] [3] (Early region-based) just use a scalar 
to represent a pixel, which is a basic unit in an 
image. Then, methods [14],[18],[15],[16] uses a 
symmetrical matrix, and the LST is used to 
represent the basic unit of an image (a pixel) when 
this method is applied on texture images, but this 
method does not consider the gray scale values of 
pixels which is considered as an important feature. 
None of the above methods provide a 
comprehensive representation of images. To build a 

unified tensor representation of a pixel Gabor 
features are introduced. The representation of 
pixels using tensor method provides more 
information such as average gray value, gradient, 
and orientation of pixels and is relatively overall. 
When building this method, the unified tensor 
representation consists of three steps. 

1) To build a robust model and to make it 
withstand against noise, Gaussian filter 
bank is used to smooth the initial image, 
and then, from the smoothed image the 
gray scale value of pixels are represented 
in the form of matrix. 

2) The gray scale value of pixels extracted 
from the image to be segmented is 
embedded in to the unified tensor 
representation. 

3) The Gabor features are used to represent 
the gradient and orientation of images. 

         By assumption, consider the field T is 
composed of two homogenous regions and further 
assume that the object that needs to be detected 
from the field is with the similar value. The 
function of energy is defined as, 
                     E(C) = Eg + Ee. 
 
Ee is known as a fitting error, Eg is known as the 
length of the curve. The energy is decreased and 
the fitting term is minimized together to obtain the 
segmentation result. This process is represented as 
a formula, 
                          Infc {E(C)}. 
 
        The paper [17] presents a new image 
segmentation method that applies an edge-based 
level set method in a relay fashion. It segments an 
image in a series of nested sub regions that are 
automatically created by shrinking the stabilized 
curves in their previous sub regions. The final 
result is obtained by combining all boundaries 
detected in these sub regions. Although the relay 
mode was also used in [13], our method employs 
an edge-based method [9] in relays instead of the 
region-based method. To make this method 
automatically execute, a curve-shrinking procedure 
and an automatic curve initialization are designed. 
The sub regions are created according to the 
boundaries detected in the previous sub region, and 
this way ensures a full segmentation for images. 
This method evolves a level set function until it 
stabilizes and then continuously evolves it after 
executing a tiny shifting. This “evolving-to-stable” 
procedure is repeated until the area inside the curve 
equals zero. The proposed method applies an edge-
based level set method [7] in a relay fashion on a 
series of nested sub regions to obtain a full 
segmentation. Each sub region is automatically 
created and included in to the previous sub region. 
The zero level curves are namely the boundaries 
detected in the associated sub region. Having 
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boundaries in all sub regions, we obtain synthetic 
boundaries of the given image. 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig: Architecture Diagram 
 

III.   PROPOSED METHODOLOGY 
      The PDE is a kind of Hamilton–Jacobi 
equation, and it is usually obtained by applying 
Euler–Lagrange equation to the pre-defined energy 
functional. Differing in the representation of 
evolving curves, popular ACMs can be divided into 
two categories, i.e., explicit models and implicit 
models. Explicit models define the evolving curve 
by parametric equations, and implicit models 
define it by a Lipchitz continuous function on the 
image domain [10],[11]. This function enables 
ACMs to handle the topological changing of 
curves. 
        The proposed method has following 
advantages: 1) compared with the LSMs [4], [5], 
[12], an adaptive direction function is designed to 
automatically determine the direction of curve 
evolution, and it makes the method more 
insensitive to curve’s initial position; 2) this 
function provides a nonlinear evolution speed to 
avoid the occurrence of boundary leakage at weak 
boundaries; and 3) a probability-weighted stopping 
force is designed to provide the capability of 
suppressing the influence of false boundaries, i.e., 
the edges far from objects. By combining these 
functions with a penalty term from [14], we 
proposed a novel nonlinear adaptive LSM for 
image segmentation. To overcome the 
aforementioned drawbacks, we propose a novel 
LSM for image segmentation by designing a 
nonlinear adaptive velocity and a probability-
weighted stopping force. It consist of the modules, 

1.  Adaptive Direction Function 

2. Probability-Weighted Stopping 
Function 

3.  Nonlinear Adaptive LSM 

4. Performance evaluation. 

 
IV. CONCLUSION 

        Image segmentation has a promising future as 
the universal segmentation algorithm and has 
become the focus of contemporary research. This 
method utilizes global statistical features to 
automatically determine the direction of curve 
evolution; utilizes a sigmoid function to provide a 
nonlinear speed that accelerates the convergence 
and avoids boundary leakage; and finally weights 
the stopping function with the probability to 
improve the segmentation performance on false 
boundaries and noisy images. 
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