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Abstract
The complexity of mechatronic systems increases continu-
ously. The need of simulation to evaluate these systems in an
early design stage is an evident fact.
This paper presents a new approach for simulation of heter-
ogeneous mechatronic systems. The aim of the development
was to combine openness and flexibility with a high simula-
tion speed and accuracy. Additionally to the description of
algorithms and methods, the implementation and an exam-
ple application are discussed.

1. Introduction
The term „mechatronics“ means integration of electron-

ics, information processing and mechanics. Mechatronic sys-
tems consist of sensorial, processing and actuating elements
like measurement systems, engines, valves, controllers,
ASICs and microprocessors.

Mechatronic system behaviour is determined by depend-
encies between different components. Therefore, an integrat-
ed and interdisciplinary engineering approach, which
contains the various technical fields, is necessary. An analy-
sis of the different subsystems with respect to capabilities,
capacities, behaviour and interactions requires a simulation
of the complete multitechnical system. For each of the differ-
ent technologies specialized and proved Computer Aided
Engineering (CAE) tools exist. However, simulators sup-
porting all kinds of models are not available. Hence, unac-
ceptable effort for the conversion of subsystem models is
necessary.

An alternative is the use of a simulation backplane, which
connects different CAE-tools during simulation. A disadvan-
tage of this approach is that computing time, needed for the
simulation of the complete system, increases. The main
problems are the requirements on connected simulators and
frequently a loss of accuracy. Many backplanes are not suit-
ed since only simulators with constant time steps [1] or only
one analog simulator are allowed. However, analog simula-
tors needed for a simulation of a mechatronic system model
often use solving algorithms with variable time steps [2]. In
many cases determination of the next event time [3] or the
ability to save and restore simulation state is necessary [4].

In the following paper, we present a new concept for the
simulation of heterogeneous mechatronic systems. The idea
of this approach is based upon a priority analysis and sched-
uling. The concept allows variable degrees of integration of
simulator modules: from a very fast function-based coupling
to a very flexible backplane-like connection. In spite of a
flexible and open interface for connecting different simula-
tors, the execution of models is very fast and a high accuracy
is obtained. There are only a few requirements for intercon-
necting a simulator, such that on the one hand a wide range
of simulators are available, on the other hand the integration
effort is minimal.

2. Modelling and simulation concepts
A system model consists of several concurrentactors.

Each actor describes functional and timing behaviour of a
part of the system, e.g. a software process or an interface de-
vice. The description form can be chosen without restric-
tions. In order to communicate with other actors or to make
an internal state available an actor contains ports. A connec-
tion between ports is created via a channel. The basic idea of
this communication concept is that actors are able to write or
read onto a port without knowing source or target actors.
Thus, each actor can be developed independently of its envi-
ronment, so that interchangeability and reuse of actors is
guaranteed.

In a second step the system model has to be translated into
an executable system model. Therefore, an actor has to be
controllable, i.e. an external controller is able to start and
stop the execution. In general, a simulation module or a sim-
ulator executes the actor. Thus, a simulator executing an ac-
tor only has to reproduce functional and timing behaviour, to
offer the possibility to an external port access and to simulate
until a specified time limit.

In order to determine maximal time of the next simulation
interval a simulation backplane needs the global next event
time. If this time is unavailable an optimistic approach can be
used and with a rollback mechanism in the simulators a loss
of simulation accuracy can be avoided. Without these fea-
tures inaccuracies have to be accepted. Thus, existing simu-
lator backplanes make a compromise between openness and
accuracy. To overcome this limitation, in our approach a pre-



processing step analyses simulator features. Together with
the actor and channel structure including port types ade-
pendence graph and for each actor apriority are calculated.
With these values the scheduler determines optimal simula-
tion order and maximal simulation intervals with respect to
accuracy and simulation speed.

Recent studies [4], [5] have shown that communication
and task switch time are the main reasons for a low execution
speed in case of a simulation with a backplane. Most simula-
tion backplanes use a socket connection on a TCP/IP net-
work for communication, in order to enable a distributed
simulation. By applying a communication via shared memo-
ry computing time is reduced decisively. A virtualization of
the processing model allows to replace the kind of commu-
nication without changing program code. A further perform-
ance improvement is obtained by using threads instead of
processes.

To avoid communication and task switch time completely
a simulator can be connected functionally. In this case the
source code of the simulator or a library for external access
is necessary. By this method a program is created, which is
comparable to one integrated system simulator. Neverthe-
less, the program contains a backplane with several stand-
alone simulators. In other words, a combination of a simula-
tor backplane and one integrated system simulator is real-
ized.

3. Implementation and Results
The environment consists of three parts: thesimulation

kernel, which controls the complete simulation, the interface
calledunified and portable simulation interface (UPSI) for
connecting simulation modules, and a graphical user inter-
face for modelling and controlling. The figure below shows
the architecture.

Architecture of the simulation environment.

The UPSI consists of aconnector, which interlinks the in-
terface with the kernel, and a library for connecting simula-
tors. The library is available and equivalent for all
communication and execution methods. Therefore, a method
change, e.g. from a functional linking to a socket-based com-

munication in order to perform a remote execution, requires
only a new compiler link.

Currently the following simulators are connected to the
unified and portable simulation interface:

As example application an electro-hydraulic multipur-
pose proportional servovalve was evaluated. The servovalve
contains an integrated digital control electronic based upon a
Siemens C167 microcontroller. The execution-driven soft-
ware simulator ClearSim performed the simulation of the mi-
crocontroller kernel and the application software. The
microcontroller on-chip peripherals were modelled and sim-
ulated with the EFSM-Simulator. To model mechanical and
hydraulic parts of the servovalve the modelling language
Modelica was used. Furthermore, this latter model was trans-
lated to a Simulink model, in order to compare the simula-
tors.

With our new integration and simulation methods speed-
up improvements up to 6 have been obtained in comparison
with a socket-based communication.This result clearly indi-
cates that simulation of a heterogeneous system can be
speeded-up significantly by applying the priority scheduling
and the combination of a simulation backplane and a system
simulator.

The authors would like to thank Siemens AG for support
of this work.
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