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An Effective Near-Field Far-Field
Transformation Technique from Truncated
and Inaccurate Amplitude-Only Data

Ovidio M. Bucci, Fellow, IEEE Giuseppe D’Elia, and Marco Donald Migliore

Abstract—A general approach to the near-field far-field trans- more) near-zone surfaces have been proposed [8]-[12]. The
formation from amplitude only near-field data is presented. The main drawback of all amplitude only approaches is related

estimation of the far field is stated as an intersection finding to the fact that they essentially rely on the retrieval of
problem and is solved by the minimization of a suitable func-

tional. The difficulties related to the possible trapping of the the Phase of the .measgred field and therefore involves the
algorithm by a false solution (common to any nonlinear inverse Solution of a nonlinear inverse problem. Because the phase
problem) are mitigated by setting the problem in the space of retrieval problem is ill posed [13], [14], so too is the far-field

the squared field amplitudes (as already done in a number of getermination from (truncated and noise corrupted) near-field

existing papers) and by incorporating all the a priori knowledge . . . . .
concerning the system under test in the formulation of the intensity data: thus, we can only look for a generalized solution

problem. Accordingly, the a priori information concerning the bBY m_in_imizing a suitable functional, which also acts as a
far field, the near field outside the measurement region and stabilizing functional.

the accuracy of the measurement setup and its dynamic range  However, because of the nonconvex nature of the problem,

are properly taken into account in the objective functional. The 1ha opiective functional usually exhibits many local minima
intrinsic ill conditioning of the problem is managed by adopting

a general, flexible, and nonredundant sampling representation of SO that the SOIUt.ion algorithm Can_ be trapped in a fal.se
the field, which takes into account the geometrical characteristics Solution, thus making the corresponding NF-FF transformation
of the source. As a consequence, the number of unknowns istechnique unreliable. To deal with this difficulty, the following
minimized and a technique is obtained, which easily matches pojnts should be taken into account.

the available knowledge concerning the behavior of the field. . . .
The effectiveness of the approach is shown by reporting the 1) A suitable mathematical formulationof the problem

main results of an extensive numerical analysis, as well as an should be adopted in order to simplify, as much as
experimental validation performed by using a very low cost near- possible, the kind of nonlinearity to be handled.
field facility available at the Electronic Engineering Department, 2) A nonredundant field representation should be exploited

University of Napoli, Italy. in order to reduce, as much as possible, taenber of

Index Terms—Near-field far-field transformation, only ampli- unknownsthat strongly affect both the ill conditioning
tude measurement. of the problem and the number of traps.
3) All the availablea priori information concerning the
|. INTRODUCTION far-field, the near-field outside the measurement region,

HE evaluation of the radiation pattern of an antenna :Ee shape of the tantet:nna ucr;qter(;test, apd the ac%uralt(:jybof
from near-field measurements by means of a near-field € measurement setup and Its dynamic range shouid be

far-field (NF-FF) transformation is a well established and tgkenfmto ?cglount. _As_g;natter_of fac:],_trr\]e full exploita-
widely used technique [1]-[3] that has been applied by ex- ton of availablea priori information, which amounts to
ploiting several scanning geometries, including recent bi-  reducing the effective number of unknowns, should be
polar and spiral geometries [4]-[6]. All standard NF—FF considered as relevant as the measurements themselves
transformation algorithms need an accurate knowledge of the @nd is @ key tool for managing il conditioning and
near-field phase. However, the measurement of the near-field .trappmg pro.blems. . _
phase with the accuracy required to obtain a reliable far-fieldt is worth noting that the fulfilment of above points,
reconstruction becomes increasingly difficult and expensiy® general does not lead to a convex objective functional.
when the working frequency increases up to the millimetéyccordingly, the local minima problem, although alleviated
range, thus requiring either very sophisticated apparatusesaod handled at the “best,” cannot be completely avoided unless
special means such as interferometric techniques [7]. global minimization procedures (such as simulated annealing
In order to avoid any phase measurement, approaches basedenetic algorithms [15]-[17]), which are very heavy from
on the measurement of the near-field amplitude on two (tre computational point of view, are adopted.
Recently, a new convenient formulation has been introduced
Manuscript received February 23, 1998; revised January 4, 1999. which answers points 1) and 2) in the case of aperture antennas
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tionship between the unknowns and the measured quantities
is exploited, thus reducing the nonlinearity of the problem to
the simplest possible one. The quartic nature of the objective
functional corresponding to this choice makes it possible to
effectively control and reduce the occurrence of false solutions.
According to these results, in this paper, the far-field pattern
5, determination from near-field amplitude data is stated by
making reference to the squared amplitude of the measured
fields and by referring suitable sets in the space of the semi-
definite positive, square integrable, functions.
Let us assume that the field measurements provide the

Fig. 1. Geometry of the problem. corrupted squared amplitudd#? , M3, andM3 ., M3, of
the copolar field component®?, , M2, and the cross-polar
nesM?2_, M2 _, radiated by the source on the regians,

the occurrence of fglse solutions, thus providing a rellabgend S, of 5; and S,, respectively (Fig. 1), and let us define
transformation technique.

2 2 2 2 2 2 1
. Lo the vectorsM; = (M:., M and M; = (M5, Mj3.).

However, the approach does not exploit anpriori infor- L =1 .( ~Leor 1.“) g 2 2( Zeo) 2cr)

: : Similarly, let us indicate withAM/., = (M2 ., Ms..) the
mation on the near-field and on the accuracy and dynamic : ,
. . ve tor of the radiated far-field copolar and cross-polar patterns.

range of the measurement system and, despite being we : .

. . €1, us assume that noise and systematic measurement errors
suited to the case of focusing aperture antennas, does not deal . e

. are described by means of additive error terms whose upper
with more general classes of antennas.

In this paper we introduce an amplitude-only NF—FF tran20unds onx; and ., are given bye; andes, respectively,

formation technique, which attempts to take into account, i Vhich can depend on the position of the measurement point,

n )
general way, all the points outlined before. The technique Iﬁjrthermore, let us suppose that the dy”""f”'c range of the
Mmeasurement system is known and equafitdin decibels).

based on an intersection finding approach, which is reduce et us further suppose that soraepriori knowledge con-

to the minimization of a suitable objective functional. . . . :
. . . erning the behavior of the near-field intensity outsitieand
As far as point 1) is concerned, following [12], the approa . . e . . )
2 is available; for instance, it may involve the radiated power

presented here involves a quadratic inverse problem. . . ) ;
. . . or the decreasing rate of the radiated power density outside
Concerning point 2), a nonredundant and effective represei..p, regions

tation of the field radiated on an arbitrary surface by a generce .o we assume that some oriori knowledae of
source of given geometrical characteristics is exploited [15%]1 ary. P - prion ) g
e radiated far-field power pattern is available; for instance,

[19]. erggarding the focusing nature of the antenna or the decreasing

Point 3) is answered b.y suitably def_|n.|ng the sets involv rate of the far-field pattern envelope outside a given angular
and, thus, the goal functional to be minimized. :
rer%lon, let us say...

The mathematical statement of the problem and the solutio inally, we assume that the “status” of the radiated field is

algorithm are presented in Section Il. The nonredundant fleé%scribed within a given representation error (which must be

representation exploited in the approach is briefly outlined In'.
; . . suitably smaller than that of the measurement) by means of a
Section lll. Some examples of an extensive numerical analys| N N 2 L
; ) ) Status vector’z € C™ . The vectorz, which is our unknown,
showing the effectiveness of the technique presented are . ; .
makes it possible to evaluate the field on the measurement

reported in Section IV. The results obtained by exploiting the £ I he f h | :
experimental data collected by the low-cost facility availablR oy o> &5 Ve 85 on the ar-zone sphere. I particiuz,r
and M2, are given byMy = 7,(z), M5 = T,(z),

) . . . 5
in our I_Departmen_t are also _shown in this section and tand M‘io —"T_(z), respectively, wherdl,, T, and T ..
conclusions are given in Section V.

are known continuous quadratic matricial operators. To be
feasible, the amplitude only approach obviously requires that
the relationshipz — (M3, M3) must be one to one. This

As stated before, our goal is to determine the far-field pattgpoint is discussed in [12] and [20], wherein the field spectrum
of an arbitrary sourcé& from (incomplete and noisy) near-fieldsamples are exploited as unknowns and the uniqueness of the
amplitude measurements on two scanning surfacesSsapd solution is reported. By paralleling the reasoning made in [12],
S, (see Fig. 1). To manage the ill conditioning of the problerit can be shown that also in the more general case considered
and the occurrence of false solutions all points outlined in ti@re the uniqueness of the solution holds, i.e., the relationship
Introduction must be taken into account when developingb&tween state vector and squared amplitudes on the measuring
general and effective NF-FF transformation algorithm. surfaces is one to one.

As far as the mathematical setting of the problem is con-
cerned, a new formulation has been recently introduced intq o _ _
the field of phase retrieval and antenna synthesis problemfer % SeXe of sIbiely, we consder he case of e e, mobe
It adopts an intersection finding approach in the space @bdification, to the case of nonideal probg& prec: y s
the semi-definite positive functions associated to the Squar(':'dThis is always possible, because the set of all fields radiated by uniformly
amplitude of the fields [12]. In this way, a quadratic relabounded sources is compact [22].

Source

Il. STATEMENT OF THE PROBLEM AND SOLUTION ALGORITHM
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Let us now denote byM; the set of all vectoryy, dimension so that an infinite number of solutions do exist.
(Y1c0, Y1cr) WhOSe components are semi-definite posmve funHOWever this kind of nonuniqueness is not a drawback and
tions complying with the known behavior of the radiateds a direct consequence of the uncertainty of the data. In fact,
near-field outside:; and with the measured data insitlg, all these solutions give estimations of the unknowns, which
i.e., such that are equivalent within the accuracy allowed by the available
~, ~, ~, ~, a priori information and measurement accuracy. However, as
Mico—€1 S Y1eo < Migpte1(Mi,—e1 S y1a < Mig+e1)  already stressed, when the minimization &fis performed
by a deterministic local optimization scheme, the algorithm
) can be trapped by local minima of the object functional. The
[max(Mico)]as — [Y1colan formulation introduced in this paper attempts to reduce the

< dr ([max(Mie)]as — [y1a]as < dr) Occurrence of such trapping by exploiting all the available
a priori information as much as possible. As stated before,
is satisfied and such that a further improvement could be the exploitation of a global
Yieo < 10_d”/10(y1cr < 10_d,,/10) optimization scheme bgsed on_modern evolutionary algorithms
as those suggested in [17] in the framework of reflector
at all the remaining points of;. Let us define (in a similar antenna diagnosis problem.
way) the setM, related to the amplitudes of the components The minimization of the functional (2) is a particular case
of the field radiated on the measurement surfSige of that considered in [21]. By defining the functional

Finally, let us denote by\ . the set of all vectorsy __ )

(Yoocos Yoocr) WhOSE components are semi-definite positive Ny, ¥y 0,) = 110 (2) — g II° + [ Ta(z) -
functions complying with the known behavior of the radiated + | Loo(@) —y I (3)
far field outsideX .

In the following, it is assumed thatt;, M,, and M, the minimization of (2) can be performed by means of the
belong to£? x £2 wherein £2 denotes the set of functionsfollowing iterative algorithm:
square integrable over the corresponding domain, equipped
with a proper (possibly weighted) mean-square norm. Note Qik) =n7, (i(k)) (4a)
that these sets are closed armhvex which strongly help to ygk) =P7, (g(k)) (4b)
reduce the occurrence of false solutions. -

at points ofX; where the inequality

&

k k
The determination of the far-field from the near-field data Qio) = Poozoo( ( )) (4¢)
makes it possible to find a point of the intersectibp* (M;)N a®HD A (2R D) <k> ( ), (’0)
T (M) N T (M), ie., a pointz € OV such that )_ 40y
T,(x) € My, Tow) € My, and T (z) € M., or, = nin M(e.of =) ed
equivalently (becausé;, M,, and M., are closed), such
that where z(®) is the value ofz obtained at thekth iteration

2 _ step. As shown in [21], the algorithm (4a)—(4d) provides a
(L, (@), M) + & (L (). Mz) + AL oo(2), Moo) = 0 minimizing sequenc@, which conveys to the solution when

(1) . o
. ® has a unique minimum.
2
where d*(y, A) denotes the distance betwegnand the set The projectorsP;, Py, and Ps, can easily be evaluated for

A (in the corresponding space). By denoting By, P, most cases of interest (see Appendix).

j‘\:d E ?zsth:ctri]\q/ztlnCtr?éoéleei;?;zinoaqggntgzssﬁizaﬁ? tc?rt]r?e It must be noted that apart from such examples, other
co) €SP Y, = q priori information on the near-field (or the far-field) could

minimization of the functional be incorporated in the technique. To this end, it is only
O(x) = ||T,(z) — PLT,(2)|)* + || Zo(z) — PoT,(2)|)? required that a suitable set of near (or far-field) amplitudes,
+ T (2) - P ()| 2) correspond|_ng to tha priori information, can b_e defined and
that the projectors on such set can be explicitly evaluated.
with z € C, where||-|| denotes the norm in the corresponding Concerning the development of step (4d) it is worth noting
spaces. that to obtain a minimizing sequende:*)} it is not really
As shown in [21] under a more general setting, theecessary to reach the minimum value &% as it is only
properties of the finite-dimensional operatGf : = — necessary tha(z*+1) < &(z*) [21]. In the examples
(Z,(x),Z5(x)) (continuity and single valuedeness) and theonsidered in the following, step (4b) has been performed
boundness of the sefst; and M, ensure that the variationalby applying the Broyden—Fletcher—Golfarb—Shanno (BFGS)
problem (2) is strongly well-posed, i.e., any minimizingjuasi-Newton technique.
sequence either converges to a minimum point or containsThe above formulation is completely general and flexible,
a converging subsequence. and takes into account points 1) and 3) considered in the Intro-
Under the obvious assumption that th@riori information duction. In order to answer point 2), it is now obvious that we
is correct, the sets\f;, M-, and M., admit at least one must look for a state-space with minimal dimensionality, i.e.,
intersection point which correspond to a global minimum oW should coincide with thewumber of degrees of freedowi
the functional ®. Usually the intersection set has a finitehe fields radiated by the class of sources considered. In other
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words, we must adopt monredundanfield representation. In recently introduced [18], [19]. Such representations are based
the next section, we show how this goal can be achieved. on the quasi-bandlimitedness property of radiated fields [23].
This band limitation property means that the “reduced” field
£ = E¢I7, where is a properly chosen phase function,
and can be closely approximated by a bandlimited function,
provided that the bandwidtly, for example, exceeds a critical
value W (the field effective bandwidth). The approximation
As stressed in previous sections, the choice of the represgfror decreases more than exponentially so that an excess
tation for the field is a key point for managing ill conditioninghgndwidth factort’ = w/W, which is slightly larger than
and trapping problems. This representation should satisfy e, ensures an effective control of the approximation error.
following requirements. The bandlimited nature of the reduced field allows us to rep-
1) It should be araccurate(within the measurement error)resent the field along any scanning line by means of cardinal
and efficient finite-dimensional approximation of thesampling series or more sophisticated central interpolation
field in the region of interest. schemes [18]. An optimal choice of the curve parameterization
2) For a given accuracy (matching the measurement erranpkes it possible to minimize the number of samples for a
in a given observation region, it should exploit thejiven representation error.
minimum possiblenumber of independent parameters By applying this representation to a suitable family of
(i.e., of unknowns). coordinate lines covering the scanning surface, a sampling
3) The relationship between the independent parametsesies representation over the full surface is obtained. The
involved in the representation and the quantities @btal number of required samples fimite, and independent
interest (i.e., the operatot, , ., of Section Il) should of the considered surface, provided that it encloses the source
be as simple as possible in order to easily enfor@nd lies some wavelengths away from it. Furthermore, the
any a priori information available on the radiated fieldhterpolation functions, which allow us to evaluate the field
behavior and reduce the computational effort. from its samples, armmdependenbf the shape and location of

Concerning point 1), it is clear that the representation acciffe source and of the chosen surface which only influence
racy must be not lower than the precision of the data. Howevéte phase functiony and the optimal parameterization of
a representation which is too accurate is not advisable, sincég coordinate lines. Because the field outside the source is
causes an enlargement of the “space of unknowns,” whigRiquely determined by its tangential components over any

increases ill conditioning and makes the trapping problegfclosing surfacétheir values at the sampling points can be
more difficult. This leads to point 2), i.e., the use of &onveniently assumed as unknowns. Moreover, the freedom

nonredundant representation. in the choice of the surface can be exploited to match the

The possibility of reducing the dimensions of the “spac@vailablea priori information concerning the field behavior.
of unknowns” for a given representation error depends on tA&é an example, when the field can be considered vanishingly
amount ofa priori information that one is able to introduce insmall outside the measurement regiop, it is convenient to
the representation itself. As a matter of fact, any knowledgssume as unknowns the samples located on the susface
about the source such as its size and shape, can be Usd@ct, by setting equal to zero all the samples falling outside
to decrease the number of unknowns. As an example, for the a priori information is easily taken into account. On
an arbitrary array antenna, an Optima| representation of ﬂiibe other hand, if the surface moves to infinity, the unknowns
radiated field would exploit the excitation coefficients aBecome the far-field samples, and teriori knowledge on
unknowns. On the other side, if the array is known in advan#ee focusing nature of the antenna is easily introduced into the
to be a focusing one, a representation based on the far-fisigld representation.
samples could be more advisable. According to these considerations, we can state that the

Concerning point 3), the possibility of an effective answebove sampling series provide effective nonredundant field
is strictly related to the geometries of the source and of th@presentations, which make it possible to handle in a natural
scanning surfaces. For instance, in the case of an (equispad¥aly thea priori information involving either thdar field or
planar array, if the excitation coefficients are assumed & near field
unknowns, the operatorg, , ., basically become squared Explicit expressions for the optimal parameterizations,
Fourier transforms so that they can be efficiently evaluat@ase functions and the corresponding sampling rates are
via a fast Fourier transform(FFT). In light of the aboveévailable for the main scanning geometries (plane polar,
considerations, it can be said that the choice of the state-spgxéndrical, spherical, bi-polar, spiral), as well as for various
is by no means trivial and involves the availatdepriori kind of convex source geometries [18]. A detailed procedure
information. for obtaining representations on generic surfaces is reported

In order to maintain a sufficient level of generality, wdn [19].
assume that only the geometrical characteristics of the antenn¥ the case of a planar source enclosed in a circle of
under test, i.e., its location, general shape, and size are knd@fliusa, and a plane-polar scanning geometry (see Fig. 2), as
in advance. Efficient and nonredundant field representationg . . T .

Note explicitly that no substantial ill conditioning is introduced by “back

Qver essen_t'a”y arbitra'jy surfaces th?'t epr0|t such Imcormar'opagation”, as long as we stay some wavelengths by the (nonsuperdirective)
tion, matching the requirements considered above, have beeuice.

I1l. OPTIMAL FIELD REPRESENTATION
IN NF-FF TRANSFORMATION



BUCCI et al.. EFFECTIVE NEAR-FIELD FAR-FIELD TRANSFORMATION TECHNIQUE 1381

Enclosing
circle

q!{ /’\ .
Source \ ; \ -
AT
a
i
d; | R
Fig. 2. Plane-polar scanning geometry. y 70 7 20 40
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considered in the numerical examples reported in the foIIowirggz. 3& I_E-pflan? Clgr}olar farjﬁe:d amplituolle- %ontin;our? I(ijnle: ex?ct ff_aE‘fifeld;
H _ + — : otted line: far fie rom noiseless complex data; dashed line: far fie rom

section, we have [18_}y = ./J(R R )/2, the optimal  ~ - intensity data.,

coordinate along the circles is the azimuthal anglevhereas

it is given by ¢ = (Rt — R™)/2a along the radial lines, . , .
andR* = \/(p £ a)? + & is the extremal distances from th When the samples out_S|d.e the first measurement region can
observation point to the circumference enclosing the sou?%% assumed to be vanishingly small, a comp_utatlonal S'mpl.e
(Fig. 2) and stable approach (adopted in our numerical analysis) is
e %;tained by setting equal to zero the samples falling outside the
t

According to [18], when exploiting a canonical samplin _ Then. it i " tural to ch K
series, the field on a point of the observation plane is given yanning area. “hen, 1Lis quite naturalto Choose as unknowns
e samples falling on the first plane. However, it must be

Ln T En) ()] stressed that in the case of different sources (i.e., highly
E¢ ) = Z Z E(&n, one)e’ " focusing ones) and different availabée priori information,
n =—L,+1 other choices of unknowns may be more advisable.

x sinc[r/AL(E = £.)]DL, (¢ — £A¢n)  (5)  According to these considerations, the vectds assumed

where¢, = nA&, A¢ = 1/(Xpa), sinc(z) = sin(x)/z, the tp be given by the (complex) sar_nples c_)f the field on the
summation index: is extended to all relevant samples anHrSt scanning area at the_ sampling p0|db§A£,mA¢n)
Dy is the Dirichlet polynomial of degreé, i.e., c0n5|d§red in Section I, vylth an oversampling factdr=
1.2, which ensures a band-limitation error lower thai0 dB.
Dr(p) =sin[2L +1)/2]/[(2L + 1)sin(p/2)]  (6) In order to drive the minimization algorithm (4) to the
) . . global minimum of the objective functional (2) the number
iid_Af"Jr TA’21F/1()2£Z*JQF/?’1()§,‘) Ly = Int(A"fanAg) being of unknowns is progressively enlarged. This is performed by
- : retaining only the samples whose amplitude (normalized to the
maximum value of the field intensity oR,) is higher than
IV. NUMERICAL EXAMPLES —Q dB, with @ = 6, 15, 40, andoc. For each® the objective
In order to show the effectiveness of the approadinctional (2) is minimized and the result obtained is taken
presented, let us consider a planar array of 142 as the starting point for applying the iterative algorithm to the
equispacedy-directed, electric dipoles enclosed in a circlsubsequent value of). In the last steps, all the unknowns
with radius 3.5A and fed by a constant unit current. Twaare considered. For the first value @f because na priori
measurement planes; and.S,, with d; = 4\ andd, = 8}, information involving the phase of the measured field is
respectively (Fig. 2), and a planar scanning geometry aaeailable, the starting vectar® of the iterative procedure
considered. Measurements of the squared amplitude of thé4) is obtained by attaching a random phase distribution to the
component of the field on each plane have been numericaiyeasured amplitudes of the field ah.
simulated on a set of 7k 71 points located on a/4 regular Let us first considered noise-free data. The exact copolar
rectangular mesh7.5\ x 17.5\ wide. far field on the E-plane, the one evaluated by applying the
According to the considerations made in Section Ill, singeresented approach and the one obtained by exploiting the
the number of samples is practically independent of the choisienulated near-field complex values inside are reported in
of the surface, it is quite natural to assume as unknowns thig. 3 as a continuous, dashed, and dotted line, respectively.
samples on one of the two measurement planes. The vectdrhe plots show an accurate reconstruction of the far-field from
should include all samples on that plane, i.e., also those fallingiplitude only near-field data. In fact, the results obtained are
outside the scanning area. However, due to the lack of informamost equal to the one obtained by exploiting the simulated
tion outside such area, this choice can substantially increaset¢benplex near-field falling in the same measurement area on
ill conditioning of the problem and furtherpriori information the first plane.
(for instance on the behavior of the field outside the scanningThe far-field mean-square error (MSE) due to the trunca-
areasy; andX, or also on other surfaces) must be includedion error from intensity data is-31.5 dB, while the MSE
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Fig. 4. E-plane copolar far-field amplitude. Continuous line: exact far-field; 4 —
dotted line: far field from noisy complex data; dashed line: far field from
noisy intensity data (noise levet —35 dB). 3
2
5 \ P
— 1r
=
0 3 0
-5 1
% -10¢ 2
= 15 -3
-4
-20 -10 -5 0 5 10
X/A
=25+
(b)
'3?10 5 (‘J 5 10 Fig. 6. (a) Near-fieldj-component amplitude along the= 0 axis onXy;
continuous line: exact value; dotted line: noisy and clipped data; dashed line:
x/h near-field amplitude retrieved from clipped, noisy intensity data. (b) Near-field
) y-component phase along the= 0 axis onX;; continuous line: exact value;
dashed line: near-field phase retrieved from clipped, noisy intensity data.
4 — -
3 p | In order to check the stability of the algorithm with respect
2- LA to the noise, the data of the previous example have been
1 , ] / ' *\ \ corrupted by a white Gaussian noise with 1V ratio equal
§ 0 f }1 ' \,S “ to 35 dB. In this case, tha priori information concerning
= ' I /\J \/"\ “ ! the noise level has been taken into account by means of the
N // ' \\ \ i projectors ontoM; and M,. The results obtained concerning
of 1 . . . .
2 / H Voo \ the copolar far-field in thé&’-plane are shown in Fig. 4 where
-3 £ AR the meaning of the graphs is the same as before. The noiseless
4 N ‘ : amplitude and phase of the near-figlomponent, the noisy
-10 -5 0 5 10

ones and the corresponding reconstructed ones on the first
plane, are shown in Fig. 5(a) (amplitude) and (b) (phase) by
continuous, dotted, and dashed lines, respectively. It is noted
that the algorithm is able to reconstrinzith the amplitudend
conti_nuous Iim_e: exact value;_ dot_ted Iir_1e: noisy data; dashed line: near-fi(ﬁﬁase of the near field with good accuracy, showing not onIy
amplitude retrieved from noisy intensity data. (b) Near-figldomponent - . . . .
phase along the = 0 axis on¥; ; continuous line: exact value; dotted line: 900d stability with respect to noise, but also some filtering
noisy data; dashed line: near-field phase retrieved from noisy intensity dafaroperties. In fact, the noise power falling outside the spatial
bandwidth of the field is filtered out in a natural way by the
from amplitude and phase near-field data-i87.4 dB. The adopted sampling (i.e., bandlimited) representation of the field.
algorithm has been checked considering also smaller scanningss a last example exploiting numerically simulated data,
areas. For instance, in case of a\12 12\ scanning area, the a noisy measurement system with a low dynamic range has
MSE from intensity data is-22.7 dB, against-27.9 dB from been simulated. Due to the new development of amplitude-
amplitude and phase data. In the case ofax88X scanning only measurement systems exploiting a thermal map of the
area, the MSE from intensity dataisl3.1 dB, against19.1 field [24], this case is of great interest.
dB from amplitude and phase data, showing the stability of Low dynamic noisy data withS/N = 35-dB and 20-
the algorithm respect to the truncation of the near-field datalB dynamic range were considered. The exact amplitude

(b)

Fig. 5. (a) Near-fieldy-component intensity along the = 0 axis onXy;
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-10 -5

[dB]

X/A

(b)

0 [degrees] Fig. 8. (a) Probe-voltage amplitude along the= 0 axis on the surfac&;
(b) continuous line: measured value; dashed line: near-field amplitude retrieved
from intensity data. (b) Probe-voltage phase along ghe 0 axis on the
Fig. 7. (a) E-plane copolar far-field amplitude. Continuous line: exact fasurfaceX;; continuous line: measured value; dashed line: near-field phase
field; dotted line: far field from noisy, clipped complex data; dashed lineetrieved from intensity data.
far field from clipped, noisy intensity data. (Hy-plane copolar far field
amplitude. Continuous line: exact far-field; dotted line: far field from noisy,
clipped complex data; dashed line: far field from clipped, noisy intensity data. The amplitude and the phase of the measured and retrieved
probe voltage along the axis ofX; are shown under Fig. 8(a)

and (b) as a continuous and dashed line, respectively. The
the y = 0 axis on the surfac&,, the measured one (dottedphase was retrieved considering the nonredundant samples

line) and the one obtained from the phase retrieval proced@® the first surface as unknowns and assumig= 1.2.
(dashed line) are shown under Fig. 6(a), while Fig. 6(b) shov-\I/_Qe adopted value aot’ ensures a representat_lon error Iowe_r
the phase value. The exact copolar far field on#hplane, the thaq the overgll measuren_’ngnt_one due to e.nV|ronmentaI noise,
one evaluated by applying the presented approach and the E{‘aglpment noise and positioning error (estimated to be lower
obtained by exploiting the truncated near-field complex valu h—45 dB). Th_e resultmg number of samples on .th? full
inside:; are reported in Fig. 7(a) as a continuous, dashed, aW&ne atdl_ = 7\ is 381, while only 257 of them fall inside
dotted line, respectively. The copolar far-field relative to th&'€ Scanning area ar(léj) are the unknowns of the problem.
H-plane is shown under Fig. 7(b). The starting point:\®’ has been chosen randomly as in the
Finally, the technique was experimentally validated b§revious examples. _ ,
exploiting the near-field data collected by a very low-cost M|n|m|zat|on is performed by increasing the value Gf
facility available at our Microwave Laboratoty. according to_the _sequen@ = 6, 15, 30, 45. A standard
The antenna under test is an in-focus fed parabolic reflectdf; -~F algorithm is applied to the (complex) data measured
working at 10 Ghz, with a circular aperture whose radius &' the surface, n order 1o ohtain a “reference copo_lar far-
equal to 13.5 cm. The field was collected on two surfaces féqld.whose amphtude.on thB- and i -planes as a continuous
d, = 7 andds = 14X on a grid of 77x 77 A/4 spaced line is shown under Fig. 9(a) and (b), respectively. The same

points by using a small horn probe. No probe correction higures shc_)w _the cqpolar far-fielt_j amplitude on the same
been applied. planes, which is obtained by applying the presented approach.

(continuous line) of the;-component of the near field along

V. CONCLUSION

1Dipartimento di Ingegneria Elettronica e della Telecommunicazioni, Uni- A new ge'nera_'l and 'ﬂeX|bIe approach to far-field eSt'm?‘t'on
versity di Napoli, Napoli, Italy from near-field intensity data has been presented. As it was
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the ratio,ro; for instance, of the power radiated outside
to the one radiated insidE; and the copolar component is
much larger than the cross-polar one, we have

_ ylcoTOI/Tl, outsideX;
Pryreo = {Z/lco, ony, (A.2)

wherer; is the power ratio associated to the function to be
projected. As a further example, when an upper bowrtd the
squared amplitude of the field outsidg is known, we have

my, Whenylco > my,

A.3
Ylco Whenylco < Mmi. ( )

Plcoylco{

The same considerations also apply to the evaluation of the

(1]

(2]
(3]
(4]

(b)

Fig. 9. (a) E-plane copolar far-field amplitude. Continuous line: far field
from complex measured data; dashed line: far-field estimated from intensitﬁg
measured data. (bf-plane copolar far-field amplitude; continuous line: ]
far field from complex measured data; dashed line: far-field from intensity
measured data. [6]

possible to take into account all the availalblgriori infor-
mation and use a nonredundant representation for the field, this
approach can effectively manage ill conditioning and trappindy
problems typical of the nonlinear inverse problem at hand.
Numerical examples confirm the flexibility and effective- [8]
ness of the algorithm and its good performance, even in
presence of noisy data and/or low dynamic range. The afy
proach has been also experimentally validated by using a very
low-cost measurement system available at our laboratory. [10]

APPENDIX 1]

Considering the projector’; expressed asPiy, =
(Plcoylcm Plcrylcr)v we must evaluat@lcoylco andPlcrylcr-
A point insideX;, Picoy1cos IS given by (A.1) at the bottom [12]
of this page. The evaluation df, .11, at points outside:,
depends on the available a priori information concerning tqﬁ,,]
behavior of the field outsid®;. For instance, when we know

projector Py ¥1cr-
The evaluation of the projec:tongg2 and POOQOO can be
performed in a very similar way.
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