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Abstract

In this paper, a competitive software market that includes
horizontal and quality differentiation, as well as a negative
network effect driven by the presence of malicious agents, is
modeled. Software products with larger installed bases, and
therefore more potential computers to attack, present more
appealing targets for malicious agents.  One finding is  that
software firms may profit from increased malicious activity.
Software products in a more competitive market are less

1Peter Gutmann was the accepting senior editor for this paper.  Lech
Janczewski served as the associate editor.

The appendix for this paper is located in the “Online Supplements” section
of the MIS Quarterly’s website (http://www.misq.org).

likely to invest in security, while monopolistic or niche pro-
ducts are likely to be more secure from malicious attack.  The
results provide insights for IS managers considering enter-
prise software adoption.

Keywords:  Information system security, network exter-
nalities, software selection, game theory

Introduction

While the emergence of the World Wide Web has enabled
unprecedented access to information, it has also created
unprecedented opportunities to attack information assets.  By
breaching the security of enterprise systems, malicious agents
can cause significant financial loss and other negative conse-
quences.  It seems reasonable to assume, then, that products
with lower security against such attacks would command
lower prices. This may provide incentives for software firms
to minimize their products’ vulnerability to attack.  In this
paper, we examine this assumption using a model of compe-
tition in the presence of malicious agents.

Software products with larger installed bases, and therefore
more potential computers to attack, present more appealing
targets for malicious agents.  Attackers modify their actions
based on those of their targets (Cavusoglu and Raghunathan
2004; Cremonini and Nizovtsez 2006).  We incorporate the
notion that adoption of a product, by increasing the product’s
market share, attracts more attackers.  We find that, while
increased vulnerability to malicious attack does often reduce
the profits of software firms, this need not always be the case
in a competitive  environment. For an IS manager, our model
provides a new perspective on the impact of malicious agents
on the enterprise software industry.
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While the focus of this paper is on enterprise software,
examples of malicious attacks on more familiar consumer
software products can provide useful intuition for the rela-
tionship between market share and security.  Consider Web
browsers and the growing popularity of the Mozilla Firefox
product.  Taking market share from Windows Internet
Explorer, Firefox has grown from a 3.5 percent market share
in June 2004 (Evers 2004) to about 23 percent in July 2009
(Mossberg 2009), due in part to its perceived lower suscep-
tibility to malicious software programs.2  Among the small to
medium-sized business market, Firefox has nearly 40 percent
market share (Cherian 2007).  Yet, the growth in the popu-
larity of Firefox has led to an increase in malicious attacks
directed at it (DeFelice 2006; Woo et al. 2006).  This is ex-
pected given the observation by Woo et al. (2006, p. 173) that 

for web browsers with a lower percentage of the
market share, such as Mozilla and Safari, the total
number of vulnerabilities found is low.  This does
not mean that these web browsers are more secure,
but merely that only a limited effort has gone into
finding their vulnerabilities.

A similar explanation is provided for the lower number of
discovered vulnerabilities for HTTP server products with
lower market shares (Alhazmi and Malaiya 2006).  A similar
pattern of malicious agents following market share can be
observed in PC operating systems, where Microsoft’s domi-
nation has made it “the hacker target of choice” (Berghel
2003).  Users of Microsoft’s Windows operating system
report far more virus detections than users of Apple’s Mac
OS X, which has a much smaller market share (Consumer
Reports 2005).  However, as Apple computers have surged in
popularity in recent years, malicious software programs
targeted at Mac OS X have become much more common
(Wingfield 2006).  As recently stated by an industry observer, 
“Popularity, it turns out, is perhaps the most important
security factor in today’s changing hacker world” (Maxcer
2007).

The examples of Firefox and Apple are well-known due to the
ubiquity of PC operating systems and Web browsers.  How-
ever, the same concept of malicious agents following market
share applies to the larger domain of enterprise software,
which represents a majority of the software applications
market in terms of revenue (Datamonitor 2005).  While

analogous, the enterprise software market does differ from PC
applications in several ways.  First, data security is likely to
be a primary consideration in deciding between competing
enterprise products.  Compromised enterprise-level data (e.g.,
about consumers, investors, suppliers) can lead to enormous
financial loss and even civil and criminal action.  Second,
while certain PC applications exhibit positive network exter-
nalities (Brynjolfsson and Kemerer 1996), this is not always
the case for enterprise IT adoption.  In an enterprise context,
network considerations are mostly limited to compatibility
with existing intra-firm systems or specific trading partners.
These are not impacted by changes in the overall market share
of the package (Tam and Hui 2001).  In fact, positive exter-
nalities have been empirically shown to be insignificant in
some IT adoption settings (Tam and Hui 2001).  Meanwhile,
when malicious agents favor products with a larger installed
base, this creates a negative externality from product adop-
tion.  The balance of positive and negative externalities for
one national firm was described to an author by its chief
technology officer when the firm chose to abandon a popular
enterprise software product in favor of a much less popular
one:  “Yes, the [big product] comes with better support, tech-
nical info, third-party [applications], and certified IT is easier
to find, but everything we get, an army of hackers and script-
kiddies gets, too” (conversation with author).  The implication
is that the probability of a successful malicious attack on a
software product is not completely captured by the security of
the product, but that the negative externality caused by
malicious agents’ preference for discovering and attacking
vulnerabilities in products with larger installed bases must be
considered as well.

While attacks on information assets have been the subject of
research for some time (Loch et al. 1992), the relationship
between market share and the incentives of malicious agents
has received little academic attention and is often overlooked
in practice.3  This represents an important area for investi-
gation since, as pointed out by Straub (1990), the conse-
quences of ignoring a means to prevent security breaches can
be quite serious.  The high cost of security breaches suggests
that, although some positive externalities might exist, the
overall externality in enterprise software might be negative in
some cases.  In fact, the data bear this out in at least one
market segment:  the ordering of high severity level vulner-
abilities in major database applications discovered in 2007
precisely follows market share (SANS 2007).  We explicitly

2Many Web users are concerned about privacy while online ( Dinev and Hart
2006; Linn 2005), and security problems with Internet Explorer are well-
documented:  the browser had 39 published vulnerabilities in 2002 alone
(Rescorla 2005).

3For example, Walker et al. (2005) suggest that complete standardization of
U.S. health care information systems could enable savings of billions of
dollars per year.  Their calculations ignore, however, potential damages given
the significant incentive to attack the system and access a large amount of
private medical information.
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capture this link between market share and software security
by including a negative overall externality in our model.

Our model links an important component of the software
selection process—the likelihood of malicious attack—to the
market environment faced by software manufacturers.  When
more popular products are favored by malicious agents,
product adoption creates a negative network effect for other
users of the product.  Negative network effects have been
shown to create pricing power and soften competition
between firms (Scotchmer 1985; Tiebout 1956).  Our model
allows for the fact that software firms can manage the strength
of this negative externality by altering the security of their
products.  More commonly, firms purse pricing power
through product differentiation (S. P. Anderson 2008).  We
find that competing software firms that are highly differ-
entiated have a greater incentive to increase the security of
their products than firms in more competitive environments. 
We demonstrate this result in the context of both horizontal
and vertical differentiation.

Our model of software competition provides new insights for
IS managers.  For example, we define conditions under which
the presence of malicious agents results in a functionally
superior technology not completely capturing a market that it
otherwise would.  A firm with inferior technology prefers the
existence of malicious agents, since this enables it to operate
profitably by serving a small market that, given its small size,
is unattractive to attack.  We also show, perhaps in contra-
diction to traditional thinking regarding enterprise software,
that software manufacturers engaged in fierce competition
with rivals prefer some malicious activity as it results in
increased profits for one or both firms.  In these cases, soft-
ware firms have a disincentive to reduce the incidence of
malicious attacks.  For the IS manager faced with a software
selection decision, our results indicate that the nature of com-
petition in a specific software market can provide insights into
the software vendors’ incentives to improve the security of
their products.

Our paper is organized as follows.  In the next section, we
provide an overview of malicious agents and describe our
approach to modeling the enterprise software selection pro-
cess.  In the following two sections, we develop the model in
detail, assuming exogenous security choice initially, and
examine the impact of malicious agents on enterprise software
selection.  Next, we provide results for the case of endog-
enous security choice, concentrating on software products that
are horizontally differentiated.  The “Generalizations” section
formally considers vertical differentiation and relaxes several
model assumptions.  Finally, the contribution and insights of
the model are discussed in the “Conclusions.”

Malicious Agents:  Motivations and
Consequences

The primary motivation of malicious agents attacking infor-
mation systems has changed over the years.  While many
early attackers were motivated by pride or prestige, there is a
significant trend toward attacks with financial, political, or
military goals (Cremonini and Nizovtsez 2006; Grow and
Bush 2005; McHugh et al. 2000; Sullivan 2006;Wingfield
2006;Yuan 2006).  These attacks have a considerable negative
impact on the market value of the targeted firms (Cavusoglu,
Mishra, and Raghunathan 2004).  Recent research has ad-
dressed this growing security threat in a variety of ways,
including examinations of security technology investment
(S. P. Anderson 2008; Cavusoglu, Mishra, and Raghunathan
2005; Gordon and Loeb 2002), inter-firm information sharing
(Gal-Or and Ghose 2005), vulnerability disclosure (Cavu-
soglu, Cavusoglu, and Raghunathan 2007), and patch releases
(Arora, Caulkins, and Telang 2006; Arora et al. 2004; Arora,
Telang, and Xu 2008; August and Tunca 2006, 2008; Cavu-
soglu, Cavusoglu, and Zhang 2008). These studies have made
important contributions to the state of knowledge regarding
the threat of malicious attacks on information assets, but all
assume that the complete elimination of malicious activity
would benefit both software firms and their consumers.  As
shown analytically in the following sections, this assumption
may not be valid in all competitive environments.

The software security firm Symantec notes that “attackers
continuously look for easy targets, those that will provide
them with the maximum return on the time they invest in
writing malicious code” (2005, p. 55).  Empirical observations
suggest rational behavior on the part of malicious agents, as
their efforts are targeted at products with lower security
(Cremonini and Nizovtsez 2006) and higher market share
(Woo et al. 2006).  These effects can be cumulative, as market
share attracts attackers, who discover vulnerabilities, which
attract more attackers.  Perhaps a useful analogy can be drawn
to security in an old-fashioned environment.  Homeowners
purchase safes to provide security against thieves.  It is cer-
tainly not unreasonable to imagine that professional thieves
practice opening safes to gain proficiency.  Which safe would
a thief attempt to master?  He maximizes the value of his
investment in safe-cracking skills by identifying vulner-
abilities in the most popular models.  Of course, this may
result in the models with the greatest security not actually
being the best at safeguarding valuables; adoption imposes a
negative externality on other users of the product.  This can
create perverse incentives, the most intuitive being that
makers of less popular models might prefer malicious activity
as it reduces the competitive advantage of market leaders.

MIS Quarterly Vol. 34 No. 3/September 2010 597



Galbreth & Shor/Malicious Agents and Enterprise Software

The example of safes highlights logic equally applicable to
the case of software, where malicious activity has a complex
impact on market dynamics.  Most studies of adoption of
competing technologies focus on positive network effects,
building on the fundamental models of Farrell and Saloner
(1985) and Katz and Shapiro (1985).  In contrast, we focus on
cases where, given the presence of malicious agents, the over-
all network effect is negative.  Other work that has modeled
negative externalities has generally addressed congestion
issues (MacKie-Mason and Varian 1994; Varian 2004),
membership in communities or clubs (Scotchmer 1985; Tieb-
out 1956), or two-sided markets with buyers and sellers
(Galbreth et al. 2005; Parker and Van Alstyne 2005; Riggins
et al. 1994; Wang and Seidmann 1995).  Several papers have
investigated pricing in the presence of network externalities
(Hackner and Nyberg  1996; Lee and Mason 2001; Van
Dender 2002), but these papers assume no differentiation
between consumers.

Negative network effects have been modeled in information
technology contexts.4  For example, Asvanund et al. (2004)
show that the size of a peer-to-peer network is limited by
congestion costs, a form of a negative externality.  MacKie-
Mason and Varian (1994) also examine congestible Web
resources provided either by a monopolist or under perfect
competition.  Nadaminti et al. (2002) and Westland (1992)
examine negative network effects of intrafirm product adop-
tion.  Choi et al. (2005) propose a model of a single software
firm that chooses price, investment in security, and disclosure
of discovered vulnerabilities.  Similar to our model, they
explicitly consider the fact that larger networks are more
likely to be the target of malicious activity.  However, they
examine only the case of a monopolist.  August and Tunca
(2006) present a model where consumers choose whether or
not to buy given a fixed price (again, in a monopolistic
setting), then choose whether or not to patch known vulner-
abilities, and finally are subject to malicious attacks.  Our
work differs from this previous work on information system
security by examining the case where competing firms choose
price and vulnerability, and attackers consider both vulner-
ability and the size of the user base when targeting users.  As
opposed to explicitly modeling patch application, we interpret
the firm’s selection of vulnerability as a proxy for all costly
activities to improve security, although we comment on patch
application in our conclusions.

Beyond inherent security, competing software products often
differ in the feature sets and user experiences they offer.

Competing software products might be differentiated in the
minds of consumers in two ways.  First, quality differentiation
implies that one product is inherently superior to the other due
to factors such as stability or ease of learning.  All consumers
prefer one product, although they may vary in the strength of
this preference (see, for example, Shaked and Sutton 1982). 
Second, horizontal differentiation implies that consumers
differ in their preferences for the products based upon how
closely a given product matches their particular needs.
Generally, products contain both quality differentiated and
horizontally differentiated attributes.5  For example, a soft-
ware product’s stability and level of support are quality
differentiated; a product that crashes less frequently than a
competitor is more desirable to all consumers.  Conversely, a
product’s feature set and compatibility with existing systems
might be desirable to some subset of consumers, and thus is
horizontally differentiated.  Both types of differentiation are
important to fully reflect the software selection process.  In
the next section, we incorporate quality differentiation into a
model of horizontal differentiation.  Later, in the “Generali-
zations” section, we show that the similar insights are
obtained for a model of vertical differentiation.

Sahay and Gupta (2003) provide a detailed discussion of the
primary drivers of the selection of supply chain software. 
They discuss the important role of both general requirements
(e.g., cost, support) and company-specific requirements (e.g.,
critical modules, portability, integration) in the software
selection process.  Our model similarly breaks product differ-
entiation into general components (quality) and company-
specific ones (horizontal differentiation).  For ERP software
selection, van Everdingen et al. (2000) find the fit with cur-
rent systems to be the most important decision criterion.  They
also find that general requirements such as cost and support
play a role in the selection process, again confirming the
value of our inclusion of relative quality parameters in addi-
tion to horizontal differentiation.  Other papers also note that
the software selection process involves the consideration of
general factors such as price and support as well as the fit
between the software and the company’s unique needs
(Umble et al. 2003).  The calibration of such models to actual
consumer tastes and purchase patterns is an active area of
research in marketing, incorporating both econometric and
psychometric techniques (Berry et al. 1995; Hauser and Rao
2004; McFadden 1986).

4We refer the reader to Li (2004) for a good conceptual discussion of
negative externalities in IT adoption.

5We draw a distinction between vertical differentiation, where consumers
have heterogeneous tastes for quality, and quality differentiation, in which all
consumers agree on the value of quality.
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We complement existing approaches that model incentives to
invest in security.  These approaches generally relate sub-
optimal security to inadequate consumer information and the
resulting disincentive for firms to internalize the costs of
security breaches.  Consumers cannot always discern a priori
the security of a product (Blakley 2002).  Thus, the software
market is akin to Akerlof’s (1970) market for lemons, where
a more secure product need not imply a higher price in the
marketplace.  As greater security does not raise profits, firms
have no incentives to provide it (Anderson et al. 2007).
Coupled with the importance of lock-in and network effects,
this leads to fierce price competition among software vendors.
Vendors will wait until their dominant market position is
attained, and then turn their attention toward security
(R. Anderson 2008).  We argue that this is not the whole
story.  Our model shows that resolving information asym-
metry does not necessarily produce an incentive to invest in
security.  In our model, consumers fully incorporate the
expected loss due to security failures into their purchase
decisions.  All else equal, higher vulnerability decreases
aggregate consumer willingness to pay.  Firms nevertheless
have inadequate incentive to secure their products.  We find
that products in less competitive markets (either global
monopolies or local, niche monopolies) are more likely to
pursue a lower overall vulnerability to attack than products in
more competitive environments.  Thus, the nature of compe-
tition in the software market should be a key consideration in
enterprise software selection.

Model

Preliminaries

We consider competition between two firms, indexed by j in
{1,2}, offering products that might be quality differentiated
and/or horizontally differentiated in the minds of consumers. 
The average quality of each product in the minds of con-
sumers is represented as vj, with v1 > v2 > 0.6  The difference
between firm qualities, v1 – v2, reflects the level of quality
differentiation.  Horizontal differentiation is modeled using
the standard approach, first proposed by Hotelling, of locating

the firms at the ends of the unit line, with Firm 1 at location 
0 and Firm 2 at location 1.  A continuum of risk-neutral
consumers is located uniformly along the unit line with total
density of 1.  The use of other distributions would make the
problem much less tractable without changing the qualitative
results.  Note, however, that our model captures non-
symmetric environments, which would have a majority (as
opposed to exactly half) of consumers preferring one product
to the other, via  v1 and v2.  A consumer pays a transportation
cost (or suffers a disutility) of  t > 0 per unit “travelled” to a
firm.  Thus, t represents the degree of horizontal differen-
tiation, and a consumer located at α suffers a disutility of  tα
if purchasing from Firm 1 and t(1 – α) if purchasing from
Firm 2.

The utility from adopting one of the products for a consumer
located at  is given by

u1(α) = v1 – tα – p1 – q1(n1)L if from Firm 1 (1)

u2(α) = v2 – t(1 – α) –p2 – q2(n2)L if from Firm 2 (2)

where pj is the price charged by firm j and qj(@) is a user’s
nondecreasing probability of a successful attack by malicious
agents given Firm j’s measure of consumers is nj.  Unlike
previous studies that have assumed a constant probability of
attack (Gordon and Loeb 2002; Soo Hoo 2000), in our model
this probability is a function of market share.  Multiple prices
might be offered in practice to different consumer segments
(e.g., nonprofit versus for-profit).  In our model we use a
single price for ease of exposition.  If multiple pricing seg-
ments exist, our model is applicable to any given segment
when considered independently.  Please see the “Generaliza-
tions” section for a discussion of multiple-price settings where
it is unrealistic to consider segments independently.  We
normalize the utility from no purchase, u0(α) = 0.  The param-
eter L is the expected loss caused by a successful attack and
could quantify a wide variety of damages in addition to
straightforward theft of cash, including compromised cus-
tomer credit card information, loss of reputation, strategic
losses to competitors, denial of service, etc. (Gordon and
Loeb 2002).  A single L to capture the loss from a malicious
attack has been assumed in other models of information
security (Gordon and Loeb 2002; Soo Hoo 2000), although in
a later section we consider the impact that heterogeneity in L
would have on the insights provided by the model.  Thus, the
final term in each utility function is the probability of a
successful attack (which depends on market share) multiplied
by the loss incurred.  Firms produce at constant marginal costs
which are, without loss of generality, normalized to zero. 
Firm profits are given by πj = pjnj.

6If consumers are currently using an alternate technology or perhaps have the
option to develop technologies in-house, then this can be interpreted as
follows:  the current technology has a value v0.  Each considers adopting one
of two competing technologies that provide higher values than the current
product (v1 > v2 > v0).  Without loss of generality, we normalize v0 / 0,
effectively redefining v'

j = vj – v0 as the relative additional value from
adopting the product of Firm 1 or Firm 2.
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The goal of this study is to provide insights for the case where
both the prices and the security levels of the software products
are chosen by each competing firm.  Although our primary
interest is in this case where security levels are endogenous,
in the interest of expositional clarity, we assume initially that
the probabilities of successful attack qj(@) for all software pro-
ducts are identical, fixed, and known; that is, there is a single
industry-wide q(@) and only price is directly under managerial
control.  Starting with this simplified model enables us to
describe the basic model intuition and insights in a more
manageable context.  Later in the paper, we address the more
interesting problem, where the choice of security level is
endogenous, and show how the intuition and key insights
from the simplified model extend to this context.

Since our focus is on the pricing and adoption of software, we
do not explicitly model the incentives of the malicious agents
here, and only assume that the probability of being attacked
is linear in the size of the consumer base:  q(nj) /qnj, q # 1.
Thus, the probability of an attack occurring is linear in market
share, and q captures the vulnerability of the product, or the
chance that an attack, once initiated, succeeds.  The assump-
tion that probability of attack is linear in market share has
been effective in predicting the life-cycle of software vulner-
abilities (Alhazmi and Malaiya 2005), and it is reasonable in
a variety of situations, including a mercenary who is com-
pensated per confidential record (e.g., credit card number)
obtained, or a pride-motivated hacker who considers the visi-
bility of her attack to be proportional to the number of
computers she penetrates.  In the appendix, we show that our
main results are preserved for nonlinear functions, as well.7

Consider first a market without malicious agents, so that
q(@) / 0.  If t is sufficiently low, specifically when t < v1 – v2,
all consumers prefer product 1 to product 2.  If t > v1 – v2,
then there exist at least some consumers who prefer the
inherently inferior product 2 due to their particular needs:  for
example, a consumer located at α = 1 values product 2 the
amount v2, which exceeds v1 – t, the value of product 1. 
When malicious agents are present, the environment exhibits
negative externalities from consumption.  Consumers who
purchase a technology increase its market size and thus
increase the chance of attack.

The timing of this game is as follows.  In the first period,
firms simultaneously set prices for their two products (p1 and

p2).  In the second period, consumers simultaneously make
their purchase decisions from among the available tech-
nologies {0,1,2} where 0 implies neither product.  Each
consumer purchases at most one product, although may elect
not to purchase if neither product offers nonnegative utility. 
The resulting market sizes for each product are n1 and n2.  In
the third period, malicious agents decide on the consumers to
attack.  We solve for a subgame-perfect equilibrium of the
game, considering first the consumer adoption decision and
then the price competition among firms.

Equilibrium

The adoption decision of a consumer depends on the expected
market size of each product.  Denote consumers’ expectations
about likely market sizes by ne

1  and ne
2.  We define 

(3)α12
1
2

1
2 1 2 1 2 1 2

* [( ) ( ) ( ) ]= + − − − − −t
e ev v p p q n n L

as the location of the consumer indifferent between Firm 1
and Firm 2.  Similarly, we define the locations at which a
consumer is indifferent between each technology and making
no purchase8

(4)α10
1

1 1 1
* ( )= − −t

ev p qLn

(5)α 20
1

2 2 21* ( )= − − −t
ev p qLn

Since a purchase implies that a consumer prefers the
purchased product both to the other offering and to
purchasing nothing, market sizes are given by

(6)n1 12 100 1= max( , min( , , ))* *α α

(7)n2 12 200 1 1 1= − −max( , min( , , ))* *α α

In equilibrium, we have n1 = ne
1 and n2 = ne

2.  That is, expec-
tations must be realized.  Using this, we can identify three
possible market structures in the consumer adoption stage

7If the number of agents targeting a specific software product and the rate at
which vulnerabilities are discovered both grow linearly in a product’s market
share, then the probability of a successful attack against a given consumer is
also linear in share.  A quadratic function, q(nj) /qβnj + q(1 – β)n2

j, β 0 [0,1],
provides similar insights (Corollary to Theorem 3 in the appendix).

8These conditions are derived from consumers’ incentive compatibility (IC)
and individual rationality (IR) constraints.  To purchase from Firm 1, for
example, these correspond to 

(IC)
u u v t p

qLn v t p qLne e
1 2 1 1

1 2 2 21

( ) ( )

( )

α α α
α

≥ ⇔ − − −
≥ − − − −

(IR)u u v t p qLne
1 0 1 1 1 0( ) ( )α α α≥ ⇔ − − − ≥
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Proposition 1.  In equilibrium, n1 > 0 and

(8)

n n n if p p v v t qL

n n n if
p p v v t qL

p p v v t qL

n n n if p p v v t qL

1 2 2 1 2 1 2

1 2 2

1 2 1 2

1 2 1 2

1 2 2 1 2 1 2

1 0

1 0

1 0

+ = = − ≤ − − −

+ = >
− > − − −
+ ≤ + − −





+ < > + > + − −

, ( )

,
( )

( )

, ( )

The proofs of all results are left to the appendix.  Proposition
1 defines three regions of the problem space.  When both the
difference in firms’ prices (p1 – p2) and the expected loss due
to attack (qL) are sufficiently small, the superior firm (Firm 1)
captures the entire market.  When prices are sufficiently high,
some consumers forego purchase.  In the intermediate case,
all consumers are split between the two firms.  Proposition 1
rules out the possibility of only one firm having positive
market share and some consumers foregoing purchase. 
Intuitively, this would never be the case, since then there
would be some consumers in the neighborhood of the com-
peting firm who are not purchasing either product but could
be profitably served.

The equilibrium prices and resulting market shares are
characterized in the following proposition, which is discussed
below.

Proposition 2.  The equilibrium prices and market shares are
given by

(9a)

if q
v v t

L
p v v t qL

p

n

n

≤
− −

= − − −
=

=
=

1 2

1 1 2

2

1

2

3

3

0

1

0

(9b)

if
v v t

L
q

v v t

L

p v v t qL

p v v t qL

n
v v

t qL

n
v v

t qL

1 2 1 2

1 1 2

2 1 2

1
1 2

2
1 2

3

3

3

3

1

3
1

3

1

2 6

1

2 6

− −
< ≤

+ −

= − + +

= − − + +

= +
−
+

= −
−
+

( )

( )

( )

( )

(9c){ }
{ }

if
v v t

L
q

v v t

L

p
v v v t qL

v v v t qL
n

v p

t qL

p v v t qL p n
v p

t qL

1 2 1 2

1

1
2 1 1

1
3 2

2
3 1 1

1
2 2

1
1 1

2 1 2 1 2
1 1

3

3

2
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The nature of the equilibrium depends on which of four
regions, a, b, c, or d (Equations 9a through 9d), contains q. 
Of course, since q is bounded (0 # q # 1), it may not be
possible to find a q satisfying the conditions of all four
regions.  For example, consider a case with very high quality
differentiation, (v1 – v2), very low horizontal differentiation,

t, and arbitrary small loss, L.  In this case, > 1, im-v v t

L
1 2 3

3

− −

plying that the equilibrium will be described by Region a for
all q.  This is intuitive, as these parameters describe a product
viewed as vastly superior by all consumers, and consumers do
not face a loss from attack.  Thus, regardless of the vulner-
ability, the superior product will capture the entire market.

The equilibrium described in Proposition 2 is unique except
for a range of parameter values in Region c where a con-
tinuum of equilibria exist.  Here, we briefly describe the four
regions.

In Region a, Firm 1 is pricing just low enough to capture
every consumer and make it impossible for Firm 2 to undercut
its price.  To see this, consider the consumer located furthest
away from Firm 1 at α = 1.  This consumer’s utility from
purchasing from Firm 1 is given by u1(1) = v1 – p1 – t – qLn1

= v2 + qL(1 – n1) $ v2.  If this consumer weakly prefers Firm
1, then so do all consumers to his left.  Thus, n1 = 1 and no
positive price by Firm 2 would be acceptable to any con-
sumer.  In Region b, the vulnerability of the products, q, is so
high that some consumers prefer a less prevalent product, in
spite of the fact that this product is inferior.  In this case, Firm
1 finds it too expensive to price Firm 2 out of the market, and
both firms share the market.  Multiple equilibria exist in
Region c, a common feature of models with quality differ-
entiated products (Shaked and Sutton 1982) as a result of
corner solutions to the firms’ optimization problems.  In this
region, a firm selecting a price must ensure that the furthest
consumer it is trying to induce to purchase prefers its product
both to the other firm’s and to making no purchase.  All equi-
libria in this range have the feature that this marginal con-
sumer is indifferent between either of the two products and
also indifferent between purchasing a product and making no
purchase.  In Region d, vulnerability is sufficiently high that
it is no longer profitable for the two firms to serve the entire
market.  In these cases, firms will concentrate on consumers
near them (in the Hotelling sense), while those consumers
without a strong preference will purchase neither product.
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Impact of Malicious Agents

Firms with Market Power

The regions of the problem space defined by Proposition 1 are
depicted in the three unshaded quadrants of Figure 1.9  The
result of competition among two firms without the presence
of malicious activity can be obtained from Proposition 2 when
q = 0.  Market shares and market coverage depend on the
levels of horizontal and quality differentiation.  For example,
if quality differentiation is sufficiently strong, specifically
when  (v1 – v2) $ 3t, then the equilibrium is given by (9a) for
q = 0.  The absence of malicious activity implies that the
superior firm will monopolize the market (quadrant I of
Figure 1) for all values of q.  If horizontal differentiation is
sufficiently strong, t > 12(v1 + v2), then the equilibrium is given
by (9d), with each firm serving a subset of consumers
(quadrant III).  Intermediate levels of differentiation result in
the two firms dividing the entire market between them
(quadrant II).

We now examine how vulnerability, q, impacts the market. 
The equilibrium described in Proposition 2 suggests that, as 
q increases, market structure can evolve from monopolization
by the superior firm (9a) to full market coverage by both firms
(9b and 9c) to each firm serving only some of the available
consumers (9d).  That is, the presence of software vulner-
abilities can move the market up and to the left in Figure 1.
For example, if currently a single firm captures the entire
market (quadrant I), then the negative externality imposed by
increasing vulnerability makes it increasingly likely that some
consumers will choose the alternative product.  For a market
currently in quadrant II, an increase in vulnerability might
result in some consumers choosing neither product.  The
magnitude of the shift caused by the presence of vulnerability
depends on the loss caused by a successful attack (L).  If L is
very small, then the existence of software vulnerabilities is
little more than a nuisance, and the market is likely to remain
in the same quadrant.  For sufficiently large L, the market will
shift to quadrant III.

As market outcomes depend on the levels of horizontal and
quality differentiation, as well as the degree of vulnerability,
we focus on four ranges of parameters which yield different
market structures.  First, for high quality differentiation,
defined by (v1 – v2) $ 3t + 3L (or equivalently,  t # 1

3(v1 – v2)
– L), the superior firm will monopolize the market for all
values of q.  Second, when 3t + 3L > (v1 – v2) $ 3t

(equivalently, 1
3(v1 – v2) – L <  t # 1

3(v1 – v2)), the industry
exhibits moderate quality differentiation.  Here, whether a
single firm monopolizes the market or not depends on the
value of q.  Third, in an industry with high horizontal
differentiation, defined by  t > 1

3(v1 + v2), firms price not to
convince a consumer to switch from a competitor, but to
entice the consumer to purchase anything at all.  Thus, firms
collectively serve a subset of consumers.10  Fourth, the
remaining range of parameters, 1

3(v1 – v2) < t # 1
3(v1 + v2),

reflect an industry with low differentiation.  Both quality and
horizontal differentiation are limited by the first and second
constraints, respectively.

Next, we formally determine the profit impact of vulnerability
as its level, q, increases.  We begin with the case where
increased vulnerability has the expected effect:  reduced
profitability.  The following theorem states that, when the
products are highly differentiated, vulnerability is undesirable.

Theorem 1.  In equilibrium,

(i) HIGH QUALITY DIFFERENTIATION.

If t # , then # 0, j 0 {1,2}, 1
3 1 2( )v v L− −

d

dq
jπ *

(ii) HIGH HORIZONTAL DIFFERENTIATION.  

If t > , then < 0, j 0 {1,2},1
2 1 2( )v v+

d

dq
jπ *

If , then # 0 and # 0,1
2 1 2

1
3 1 2( ) ( )v v t v v+ ≥ > +

d

dq
jπ *

d

dq
jπ *

j 0 {1,2}, where  and  are the highest and lowestπ j
* π j

*

obtainable equilibrium profit for firm j.

When the firms are either highly quality differentiated (the
average quality of Firm 1 sufficiently exceeds that of Firm 2)
or highly horizontally differentiated (t is sufficiently large),
profits are never increasing as vulnerability increases.  See
Figure 2 for an example.  In these cases, software firms prefer
completely secure software, or q = 0.  In the case of high
quality differentiation (case (i) in Theorem 1), the superior
firm, Firm 1, captures the entire market and Firm 2’s profits

9Only one firm having market share but not fully covering the market is ruled
out by Proposition 1.

10In Region c, all consumers purchase, as the sum of the market shares is
equal to 1.  However, the consumer indifferent between purchasing the
products of Firm 1 and Firm 2 is also indifferent between either purchase and
no purchase, as this consumer’s utility from all three decisions is zero.  Thus,
this class of equilibria is qualitatively similar to (9d) where firms price to
make a consumer better off buying from them than buying nothing at all,
rather than price to capture consumers from a competitor.
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Figure 1.  Market Structure and the Impact of Vulnerability

Profits are non-increasing in q under both high horizontal or quality differentiation.  Shaded regions indicate a continuum of
equilibria.

Figure 2.  Impact of Increased Malicious Activity on Profit When the Market Exhibits Differentiation

are 0.  This is a monopoly that will exist regardless of the
level of vulnerability.  The market is in quadrant I of Figure
1 regardless of q.  As vulnerability increases, the only effect
is that Firm 1’s product becomes less valuable to consumers,
implying that the market is captured at a lower price and

profit.  Indeed, the equilibrium price of the superior firm
(from Proposition 2), p1 = v1 – v2 – t – qL, incorporates each
consumer’s expected damages from possible attacks, qL. 
When a firm succeeds in monopolizing the market, it fully
internalizes the cost and likelihood of attack.  The consumer
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is indifferent to vulnerability as higher vulnerability comes
with exactly offsetting lower prices.  Overall, with firms’
profits decreasing in q and consumers indifferent to q, social
welfare is maximized at q = 0.

Under sufficiently high horizontal differentiation (case (ii) of
Theorem 1), some consumers will purchase neither product in
equilibrium.  Effectively, both firms are local monopolists
over a subset of consumers.  In this case, the firm is already
in quadrant III of Figure 1 in the absence of vulnerability, so
it will remain there for any positive q.  Therefore, as above,
increased vulnerability decreases the value of both products,
resulting in lower profits.  Additionally, increased vulner-
ability decreases consumer surplus.  This occurs for two
reasons, evident from (9d).  First, the number of consumers
purchasing each product decreases.  Second, those that do
purchase receive the same price independent of q and thus
fully internalize the cost of higher vulnerability.  In the case
of local monopolists, firm and consumer interests are aligned. 
The second part of case (ii) in the theorem deals with a
technical issue of multiple equilibria, and shows that the
upper and lower bounds of possible equilibrium profits are
nonincreasing for both firms.

Overall, Theorem 1 indicates that firms with local monopolies
or very strong global monopolies prefer lower vulnerability in
their software, since greater vulnerability simply diminishes
the value of their products.  In the next section, we show that
this intuitively pleasing result does not always hold in more
competitive settings.

A Preference for Vulnerability

Although the reduced profits from vulnerability shown above
conform to conventional wisdom, this need not be the impact
of vulnerability in general.  In this section, we define condi-
tions under which firms actually prefer that their software be
vulnerable to attacks by malicious agents, as increased profits
will result.  Essentially, our results indicate that when differ-
entiation between products is not too strong, and therefore
competition is intense, vulnerability can increase the market
power of the firms and enable higher profits.

First, we demonstrate that an inferior firm might prefer
vulnerability because it can allow the inferior firm to gain
market share.

Theorem 2.  MODERATE QUALITY DIFFERENTIATION.

In equilibrium, if , then1

3

1

31 2 1 2( ) ( )v v L t v v− − < ≤ −

(i) n1 = 1, n2 = 0 when q = 0.

(ii) < 1 such that n2 > 0 whenever q $ .∃q q

The parameter ranges of Theorem 2 result in Firm 1 monop-
olizing the market for some, but not all, degrees of vulner-
ability.  When quality differentiation is moderate, the better
product can still capture the entire market in the absence of
vulnerability.  As vulnerability rises, however, the large
market share increases the probability of attack, leading some
consumers to defect to the technologically inferior, but safer,
product.  For a sufficiently high vulnerability, the inferior firm
will serve consumers in equilibrium.  Thus, the better pro-
duct’s monopoly is not strong enough to withstand the
negative network effects created by vulnerability.

The above result implies that at least one firm can potentially
benefit from increased vulnerability by profiting from con-
sumers’ flight to safety.  The flight from the dominant product
can be viewed as a search for “security through obscurity.”11

The relatively small market share of the inferior offering from
Firm 2 lowers its probability of being attacked, and this
attracts some consumers (for example, the chief technology
officer quoted in the “Introduction” of this paper).  Thus,
selecting software based only on its attributes or feature set
may lead to suboptimal decisions.  In some cases, adopting
the inferior product with a small market share may lead to
higher overall utility, given the lower probability of malicious
attack.

However, it is not only the inferior firm that can benefit from
increased vulnerability.  Both firms can simultaneously gain,
as shown in the following theorem.

Theorem 3.  In equilibrium,

(i) If  then there exist a  
1

3

1

31 2 1 2( ) ( ),v v L t v v− − < < + q

and , 0 #  < # 1, such that  > 0 when q 0q q q
d

dq
jπ *

, j 0 {1,2},( , )q q

(ii) if  , then > 0, q 0 [0,1], j
1

3

1

31 2 1 2( ) ( )v v t v v L− < ≤ + −
d

dq
jπ *

0 {1,2}.

11This phrase has been used both to describe the relative safety of obscure
technologies due to their low value to attackers and, in a context different
from ours, in discussions of the costs and benefits of publicly revealing
source code.
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Theorem 3 defines conditions under which more vulnerability
can be preferred to less by both competing firms.  To provide
some intuition for our results, consider competition between
two nearly identical software products.  In the absence of
security considerations, if one competitor undercuts the price
of the other, it is likely to gain most of the market.  This pro-
vides a strong incentive for each firm to cut prices, leading to
aggressive price competition and low profits.  However, if
higher market share also implies greater security risk, the
dynamics of competition change.  In this case, if one under-
cuts its rival’s price, it is less likely to capture most of the
consumers.  Specifically, as more consumers adopt the
cheaper product, they increase its probability of being
attacked.  The result is that some consumers might choose the
more expensive, but more secure, product.  In the presence of
vulnerability, a price cut leads to a smaller gain in market
share than would have been realized otherwise.  This, in turn,
reduces the incentive to cut prices.  Given these dynamics,
vulnerability can lead to higher prices and profits in
equilibrium.

The conditions in Theorem 3(i) are the complement to those
in Theorem 1 and include both moderate quality differ-
entiation and low differentiation.  In these regions, firms
prefer more vulnerability precisely when all consumers make
a purchase (i.e., all derive strictly positive utility) in equi-
librium.  More vulnerability decreases the value of both
products to consumers while simultaneously softening price
competition between firms.  As long as all consumers con-
tinue to derive positive utility, the impact of decreased value
is fully offset by the role of softer price competition, resulting
in higher profits.

Part (ii) of the theorem notes an extreme case (and one that is
not likely to occur in reality) where, if products are suffi-
ciently similar, profits are always increasing with additional
vulnerability and both firms prefer as much vulnerability as
possible.  The parameter ranges define a subset of low diff-
erentiation, in which the products are nearly identical.  This
part of the theorem contains both an upper bound on quality
differentiation (first restriction on t) and an upper bound on
horizontal differentiation (second restriction on t).  Implicitly,
the condition also requires that the loss incurred by consumers

from an attack cannot be too high (L < ).  Thus, if pro-
2

3 2v

ducts are very similar (in terms of quality and horizontal
differentiation) and the loss incurred from an attack is low,
then the added differentiation created by the presence of
vulnerability offsets any degradation in the value of the
product, and this effect is so strong that firms prefer as much
vulnerability as possible.

The results above show that when neither horizontal nor
quality differentiation is extreme, profits can increase with
greater vulnerability.  Examples of profit behavior as q
increases can be seen in Figure 3.  The top two panels of the
figure, (a) and (b), illustrate cases when profits are increasing
for only large values of q.  Panel (c) corresponds to Theorem
3(ii) as profits of both firms increase over the entire range of
q.  Panel (d) shows profits increasing for low values of  q
only.  Panels (e) and (f) depict cases in which profits are
increasing over intermediate values of q.  A more intuitive
explanation of these panels may be derived from the market
structures depicted in Figure 1.  The market can take on only
one of three general forms:  a global monopoly, a competitive
industry, or local monopolies.  These correspond to high or
moderate quality differentiation, low differentiation, and high
horizontal differentiation.  As vulnerabilities increase, the
market outcome shifts upward and to the left in Figure 1.  A
monopolist becomes competitive due to the introduction of
malicious agents, or a competitive market changes into a
market with two local monopolists.

Clearly, if the derivative of profits with respect to q is positive
at q = 0, then firms prefer the existence of some vulner-
abilities in their software to none at all.  In Figure 3, panels
(c) and (d) show such cases.  When profits are initially
decreasing, further analysis is required to determine if firms
prefer vulnerability.  For example, Firm 1 prefers no vulner-
ability in panel (a) and a maximal amount (q = 1) in panel (b). 
Similarly, Firm 1 prefers no vulnerability in panel (e) and a
moderate amount in panel (f).  We address the question of
whether maximum profits are achieved in the presence or
absence of vulnerability in the following result.

Theorem 4.  If either of the following conditions hold:

(i) LOW DIFFERENTIATION.  or
1

3

1
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then both firms earn greater profits at some q > 0 than
when q = 0.

Theorem 4 outlines conditions under which both firms obtain
higher profits when some vulnerability is present.  The condi-
tions in case (i) of the theorem correspond precisely to situa-
tions where, in the absence of vulnerability, all consumers
make a purchase and both firms have positive market share. 
Thus, firms are neither sufficiently horizontally nor quality
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In all cases, v t1 1
1

10
= =,

Figure 3.  Profits for Each Firm as the Probabilty of Malicious Activity Increases

differentiated.  This is a highly competitive (and not uncom-
mon) environment, since each additional consumer for one
firm is a loss of a consumer to the other.  Some positive
amount of vulnerability is always beneficial to both firms as
it, perversely, softens price competition among them.  For
example, imagine that, in the absence of vulnerability, a small
price hike would cause a firm to lose 10 percent of its con-

sumers.  When vulnerability is present, each consumer lost
actually increases the value of the product to all other con-
sumers of that product by making it a less attractive target.  In
this case, the firm might lose only 8 percent of its consumers,
so the incentive to raise prices is greater.  Similarly, the incen-
tive to lower prices is reduced since the firm will not capture
as many consumers from its competitor.  In equilibrium, these
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dynamics allow both firms to increase prices and capture
higher profits.  Case (ii) allows for higher levels of quality
differentiation, and corresponds to cases where Firm 1 would
be a monopoly in the absence of vulnerabilities.  In the
presence of vulnerabilities, the second firm enters due to its
“security through obscurity” advantage.  The first firm
benefits from the pricing power enabled by vulnerability, even
at the expense of its monopoly.

Endogenous Security Choice

In the analysis above, we characterized the conditions under
which higher vulnerabilities to malicious attack can benefit
software manufacturers.  Of course, firms can exercise some
control over the vulnerabilities of their products.  We now
relax the assumption of fixed and identical security of the two
products, allowing security to differ across firms.  We allow
vulnerability, denoted by qj, to be a variable within a firm’s
strategic control.  Thus, 

qj(nj) / qjθnj (10)

where θ 0 [0,1] is a scaling parameter.

With endogenous vulnerability levels, our model expands to
four periods.  First, firms simultaneously select their vulner-
ability level, qj, at a cost cj(qj), which is non-increasing and

nonnegative,  ensuring thatc
dc q

dq
qj

j j

j

( ) ,
( )

, [ , ],⋅ ≥ ≤ ∈0 0 0 1

lower vulnerability (better security) does not come at a lower
price.  Second, firms observe each others’ vulnerability levels
and simultaneously set prices for their two products (p1 and
p2).  Third, consumers make their purchase decisions.  Finally,
malicious agents decide whom to attack.

In the previous sections, we identified three possible regimes:
(1) a single firm monopolizes the market when the quality
differential is strong, (2) both firms share the market, with all
consumers purchasing one or the other product, and (3) both
firms are effectively local monopolies over consumers close
to them when horizontal differentiation is strong, leaving
some central consumers unserved.  Thus, firms are either
monopolistic (globally or locally) or engaged in competition
over each consumer.  With endogenous vulnerability levels,
firms in both monopoly regimes effectively face a simple
optimization problem, trading off the cost of extra security
against the added value it provides its consumers.  Consider
for example the case of very high quality differentiation,
when Firm 1’s subsequent pricing decision would lead it to
monopolize the entire market for any q1 and q2.  Since a
monopolist, by definition, is immune to changes in strategic

variables of other firms, q1 is the only relevant vulnerability
level in the industry.  The effect of decreasing q1 is equivalent
to the effect of a decrease in the industry q described in the
previous sections.  Depending on the magnitude and curvature
of the cost function, the optimal solution may be interior, or
could be q1 = 0 or q1 = 1.  Similarly, the local monopolist
regime has each firm selecting the optimal level of qj to
maximize the profit from its consumers.  The effect is that the
intuition for both the global monopolist and local monopolist
regimes from the previous section, that vulnerability always
decreases profits, still holds.  The only change is that vulner-
ability choice becomes a cost–benefit analysis, balancing the
higher prices a secure product brings with the costs of
acquiring that security.

It remains to examine whether the result that vulnerability can
increase profits holds when vulnerability choice is endog-
enous.  This is addressed in the following theorem.

Theorem 5.  For any cost functions, cj(qj), if

 thent v v L≤ + −
1

3 1 2( ) ,

(i) If  then an equilibrium cannot have q1 =
1

3 1 2( ) ,v v t− <

q2 = 0.

(ii) If (v1 – v2) < t, then the equilibrium exhibits q1 = q2 = 1.

Further, qi = 1 is a dominant strategy.

When software products are not very differentiated, either
horizontally or in terms of quality, Theorem 5 indicates that
firms will never choose to eliminate all vulnerabilities in
equilibrium.  Notably, even if the cost function is cj(@) = 0, so
that eliminating vulnerabilities is costless, firms would still
not elect to do so.  Part (ii) of the theorem defines the extreme
case (not likely to be encountered in practice) where firms
have so little differentiation that each firm prefers the highest
level of vulnerability possible.

When competing firms control qj, an increase of  qj by one of
the firms has two effects.  First, it decreases the value of the
firm’s product to its own consumers, which requires it to
charge lower prices.  Second, it softens price competition
between both firms, allowing for higher prices.  Theorem 5
indicates that when firms are sufficiently similar in con-
sumers’ minds, the second effect dominates.  In particular,
consider two firms offering products of identical quality (v1 =
v2) with t very close to zero.  Since the products are not
differentiated, price competition drives both prices down to
their costs of production.  This leaves consumers quite well
off, since even the marginal consumer, who is indifferent
between the two products, is receiving positive value from
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either product.  When the vulnerability of one product
increases, the entire market is still served, but the other pro-
duct becomes sufficiently more valued by consumers.  This
allows the other firm to raise its price, allowing the initial firm
to raise its price in turn.  When very low differentiation
creates sufficiently fierce competition, the loss of relative
value due to an insecure product is fully offset by this
loosening of price competition.

The above discussions only consider the cases where the
marketplace will retain the same competitive structure for all
levels of q1, q2.  When this is not the case, a firm must deter-
mine its optimal profits for each market structure in turn and
decide which one to pursue with its choice of  pj and qj.  For
example, a firm of sufficiently higher quality must decide if
it prefers a large investment in reducing vulnerability, which
would give it a monopoly, or if it prefers to save on those
costs and allow its competitor to enter.  While the analysis of
these cases is complicated by assumptions about specific
functional forms of the cost function, the same intuition as
provided by the exogenous vulnerability model applies.

Generalizations

There are several extensions to our model worth exploring. 
A complete description of the software market would incor-
porate vertical differentiation through heterogeneous tastes for
quality, variability in the cost of loss for different consumers,
and the multiple prices that software firms sometimes offer
across their product lines or consumer segments.  Of course,
a model incorporating all of these factors would fail to offer
tractable expressions.  Below, we consider several of these
extensions in isolation to examine the robustness of the
model.  For simplicity, in this section we assume an exog-
enous q common to both firms.  Further, to focus on the most
interesting cases in which competition between firms is
especially intense, we assume that v2 is sufficiently large to
ensure that all consumers purchase.

Vertical Differentiation

While our model allows for a varying proportion of con-
sumers to prefer one product’s features over another, our
focus has been on horizontal differentiation.  Vertically differ-
entiated products exhibit agreement among all consumers
about the superiority of one over the other, but heterogeneity
over the value of this superiority.  Below, we demonstrate that
similar insights are obtained in this context.  Define the utility
from adopting the product of Firm j for a consumer located at 
α 0 [0,1] as

uj(α) = αvj – pj – qnjL (11)

As before, let q 0 [0,1], L > 0, v1 > v2 > 0, α uniformly
distributed.  Denote the quality advantage of Firm 1 as Δ / v1

– v2.  Resulting equilibrium prices and market shares are
given by

(12)p qL1
2

3
= +Δ n

qL

qL1
2 3

3 6
=
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+

Δ
Δ

(13)p qL2
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3
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qL2
3

3 6
=

+
+

Δ
Δ

In the absence of any vulnerability (q = 0), the above yields
a familiar outcome from vertical differentiation models.  Firm
1 sets a higher price and captures a majority of the market. 
As q increases, both firms raise price.  Additionally, as q
increases, the firms’ market shares become more equalized;
the negative externality mitigates Firm 1’s ability to maintain
a dominant market share.  Thus, as q increases, the inferior
firm appreciates a higher price and higher market share.  Firm
2’s higher price comes at a cost of lower market share, but as
the next result shows, the net effect on profit is still positive.

Theorem 6.  In the vertical differentiation model, both firms’
profits are increasing in q.

The expressions in (12) and (13) also offer some insight into
the possibility of endogenous quality, where firms explicitly
determine  v1 and v2.  The profits, pjnj, of both firms are
increasing in Δ, the difference in firm qualities.  Thus, the
lower-quality firm may benefit either from an increase in the
rival’s quality or a decrease in its own, in keeping with the
insights of Moorthy (1988) and Shaked and Sutton (1982).

Additionally, the cross-partial derivatives  are nega-
∂

∂ ∂

2 p n

q
j j

Δ
tive.  When competition is fiercest, so that all consumers
purchase one of the two products, malicious activity serves as
a substitute for differentiation in improving firms’ profits. 
Taken together with our results in the previous sections, we
find similar insights for IS managers whether vertical or
horizontal differentiation most accurately reflects a given
industry context.

Damages

Our model assumes that the expected loss from a successful
attack, L, is identical for each consumer.  This is not a critical
assumption.  As long as the loss is uncorrelated with con-
sumer tastes over the two products, our qualitative results
follow.  For example, imagine that losses take on one of  K
discrete values, L1, …, LK with arbitrary element Lk.  For each
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Lk, there exists a full measure of consumers with density equal
to dk, 3 dk = 1.  Then, among the consumers with losses of Lk,
the consumer indifferent between the products of Firm 1 and
Firm 2 is given by an expression analogous to Equation (3):

(14)( ) ( ) ( )[ ]αk k
e e

t
v v p p qL n n* = + − − − − −

1

2

1

2 1 2 1 2 1 2

As all consumers purchase, by assumption, in equilibrium we
have 

(15)n dk Kk

K

1 1
=

= α *

(16)( ) ( )[ ] ( )= + − − − − −
=1

2

1

2 1 2 1 2 1 2 1t
v v p p q n n d Le e

k kk

K

Thus, a single L is replaced with with allE L d Lk kk

K
[ ] =

= 1

other analysis proceeding as before.

If some consumers do not purchase either product in equi-
librium, firms face an additional tradeoff.  In particular,
imagine that all consumers with relatively low L make a
purchase but some with very high L do not.  Then, a small
increase in q provides firms with additional pricing power
over the consumers with low L  but decreases the value for
(and thus profit from) the consumers with high L, over which
each firm is a local monopolist.  Whether an increase in q is
beneficial for the firms will depend not only on the level of
differentiation among firms, but also on the ratio of
consumers with relatively high or low L.

Throughout our analysis, the probability an attack is success-
ful, q, and the expected loss from a successful attack, L, enter
multiplicatively into the utility function.  This implies that
reducing the chance an attack is successful by 50 percent
while doubling the expected loss from a successful attack
does not alter the consumer’s utility.  If losses are insurable,
this equivalence no longer applies, as consumers may not be
responsible for a loss in excess of some fixed amount.  The
feasibility of insurance markets for security breaches has been
questioned, as these markets would suffer from severe moral
hazard, very poor information, and high correlation of secu-
rity risks across consumers (Anderson et al. 2007; Bohme and
Kataria 2006).  Nevertheless, if an insured consumer suffers
some loss (perhaps a deductible) from each successful attack,
or pays an insurance premium proportional to expected
damages, then a consumer’s expected payment still increases
with market share.

Prices

Similar modifications are required to deal with situations
where software firms offer products at multiple prices, in

contrast to our assumption of a single price in the analysis
above.  If a firm markets entirely separate products, each with
its own independent market segment and vulnerability, then
our model should be interpreted as addressing each of these
markets individually.  Of course, this full separation of pro-
ducts and their markets is rarely realistic.  Multiple versions
of products often share much of the same code, so vulner-
abilities found in one are likely to translate to its product-line
cousins.  Quantity discount licensing agreements, for ex-
ample, offer an identical product at prices adjusted to different
market segments (e.g., small or large firms).  However, if all
of these segments are highly competitive, then the incentive
to increase q (or the disincentive to decrease it) exists for each
product, and thus for the common code elements as well.  On
the other hand, if some products face intense competition
while others do not, the incentive to control vulnerability will
be more nuanced.  In general, our results suggest that higher
vulnerability along a product line will benefit products in
more competitive environments but lower profits for products
in less competitive environments.  The incentive to lower
vulnerability in shared code used across market segments
would be a mixture of our results calibrated for each market
and weighted by each market’s contribution to profit.

Overall, our analysis of the above model extensions demon-
strates the robustness of our results.  The extensions con-
sidered, which in some cases might more accurately reflect
reality, lead to qualitatively similar, although more nuanced,
results.  Other specifications are certainly possible.  For ex-
ample, a quadratic (rather than linear) transportation cost
complicates the derived expressions, but it does not change
the primary conclusion:  when software firms are insuffi-
ciently differentiated in the minds of consumers, there exists
an incentive to increase pricing power through higher product
vulnerability.

Conclusions

The impact of malicious activity on the software industry is
an important consideration for IS managers.  In many cases, 
software firms can be expected to invest in reducing vulner-
abilities to malicious attacks, as this increases the value of
their products to consumers and allows for higher profits. 
However, we show that malicious agents can have some
counterintuitive effects on the market as well.

Asvanund et al. (2004) show that congestion costs place a
natural limit on a peer-to-peer network’s size.  Our results
have an analogous interpretation:  malicious agents’ attraction 
to the more popular product can limit market share, as
security fears might eventually outweigh the product’s
superiority in features or usability.  Furthermore, our results
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Table 1.  Software Firm Vulnerability Preference for Different Market Structures

Market Structure Vulnerability preference Theorem 

High quality differentiation Higher-quality firm prefers lower vulnerability  1(i) 
Moderate quality differentiation Both firms may prefer higher vulnerability  2, 3(i) 
High horizontal differentiation Both firms prefer lower vulnerability  1(ii) 
Low differentiation Firms prefer higher vulnerability over some range of q  3(i) 
Nearly identical products Firms always prefer higher vulnerability  3(ii) 

suggest that this limit on growth may be desirable by software
manufacturers, as it allows them to compete less aggressively
over consumers.  In addition to enabling a firm with an
inferior product to operate profitably, our results indicate that
a positive level of vulnerability to malicious activity is
preferred by software firms in highly competitive industries.
The fiercer the competition among software vendors, the less
incentive each has to decrease its vulnerability to malicious
attack.  Contrary to the traditional view that monopolies are
less responsive to customers, monopolistic firms prefer more
secure products since they can extract the value of this
enhanced security through higher prices.  Firms that compete
over each consumer, facing a constraint on prices through the
actions of their rivals, prefer to lessen price competition.  The
negative externality of attacks targeting higher market share
achieves precisely this.  A key insight for the IS manager
contemplating product adoption is that a firm in a highly com-
petitive software environment has less incentive to produce
secure products than a firm in a less competitive environment.
We summarize the relationship between the competitive
environment and the incentives of software firms to lower the
vulnerabilities of their products in Table 1.  The theorem
supporting each relationship is also noted in the table.

We do not envision our results as literally implying that firms
will intentionally introduce security holes into their software,
but we do speak to the incentives to find and diminish their
presence.  The common conception that software firms would
gladly abolish all malicious activity if they could easily do so
is perhaps overstepping.  Consider, for example, the fact that
adding features to software products requires additional code
that might increase software vulnerabilities.  Our results imply
that, in highly competitive environments, software firms are
more likely to add these features (i.e., increase vj) without
adequate regard for the potential increase in vulnerability, qj.
IS managers should be aware of this when considering new,
feature-rich software products in a highly competitive market.

While our model furthers our understanding of the impact of
malicious agents on the industries they target, we note that
there are several limitations to this work.  First, our results do
not apply to cases where positive externalities are so strong
that they trump security concerns.  In these cases, insights

driven by traditional research on positive network exter-
nalities would be more applicable.  Second, we do not account
for uncertainties regarding the application of security patches
by software users.  While our model does suggest that firms
in competitive markets might have less incentive to encourage
patching compliance, the inclusion of behavioral aspects of
patch application in our model represents an interesting area
for future research.  Finally, our understanding of the market’s
impact on software security would benefit greatly from a
systematic behavioral study of malicious agent incentives.
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Proofs

Proof of Proposition 1

The proof of this proposition follows from Lemmas 1 to 4 presented below.

Lemma 1. In equilibrium, (i) n1 > 0 and (ii) n2 = 0 ⇒ n1 = 1

Proof. (i) Assume that n1 = 0. If consumers in the neighborhood of Firm 1 are not purchasing

from Firm 2, then any price p1 < v1 will lead to positive sales and profits. Thus, assume that

all consumers are purchasing from Firm 2. Firm 1 can make positive profits if there exists a

p1 > 0 such that u1(0) > u2(0), which is equivalent to:

v1 − p1 > v2 − p2 − t− qL ≡ p1 < v1 − v2 + p2 + t + qL

Since v1 > v2, t > 0, and, in equilibrium, we must have p2 ≥ 0, a p1 > 0 satisfying the above

condition must exist. (ii)

If consumers in the neighborhood of Firm 2 are not purchasing from Firm 1, then any price

p2 < v2 will lead to positive sales and profits.

Lemma 2. In equilibrium, when p1 − p2 ≤ (v1 − v2)− t− qL, the consumer adoption decision

is: n1 = 1, n2 = 0.

Proof.

α∗12 =
1
2

+
1
2t

[(v1 − v2)− (p1 − p2)− qL(ne
1 − ne

2)]

≥ 1 +
qL

2t
(1− ne

1 + ne
2)

≥ 1

α∗10 =
1
t

(v1 − p1 − qLne
1)

≥ 1 +
v2 − p2

t
+

qL

t
(1− ne

1)

≥ 1

Thus, by Equations (6) and (7), n1 = 1, n2 = 0 for any ne
1, n

e
2.

Lemma 3. In equilibrium, when (v1 − v2) + p2 − t − qL < p1 ≤ (v1 + v2) − p2 − t − qL, the

consumer adoption decision satisfies: n1 + n2 = 1, n2 > 0.
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Proof.

α∗12 =
1
2

+
1
2t

[(v1 − v2)− (p1 − p2)− qL(ne
1 − ne

2)]

≥ 1− 1
t
(v2 − p2) +

qL

2t
(1− ne

1 + ne
2)

≥ 1− 1
t
(v2 − p2 − qLne

2)

= α∗20

where the second inequality arises because n1 + n2 ≤ 1. Similar reasoning demonstrates that

α∗12 ≤ α∗10. By Equations (6) and (7), n1 + n2 = 1. To demonstrate that both firms have

positive market share, we must show that α∗12 < 1. Assume that α∗12 ≥ 1. This implies that

n1 = 1, n2 = 0:

α∗12 =
1
2

+
1
2t

[(v1 − v2)− (p1 − p2)− qL(ne
1 − ne

2)]

< 1 +
qL

2t
(1− ne

1 + ne
2)

= 1

which is a contradiction.

Lemma 4. In equilibrium, when p1 + p2 > (v1 + v2)− t− qL, the consumer adoption decision

satisfies: n1 + n2 < 1 and n2 > 0.

Proof. Reversing the proof for the first step of Lemma 3 provides: α∗10 < α∗12 < α∗20 which,

by Equations (6) and (7), provides the first part of the lemma, that n1 + n2 < 1. Further,

n2 = 1 − α∗20. When n2 = ne
2, we have n2 = v2−p2

t+qL . That n2 > 0 follows from Firm 2’s profit

maximization since any p2 < v2 results in positive profit.
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Proof of Proposition 2

Prices follow from Lemma 5 below, and market shares follow from Equations (6) and (7).

Lemma 5. Firm i’s best response for any price of Firm j is given by

pi(pj) =





vi − vj + pj − t− qL if q <
vi − (vj − pj)− 3t

3L

1
2(vi − vj + pj + t + qL) if vi − (vj − pj)− 3t

3L
≤ q ≤ vi + 3(vj − pj)− 3t

3L

vi + vj − pj − t− qL if vi + 3(vj − pj)− 3t

3L
<q ≤ vi + 2(vj − pj)− 2t

2L

1
2v1 if vi + 2(vj − pj)− 2t

2L
<q

pi(pj) ∈ [0,∞) if pj ≤ vj − vi − t− qL

Proof. From Proposition 1 and Equations (6) and (7), we know that:

n1 =





1 if p1 − p2 ≤ (v1 − v2)− t− qL

1
2 + (v1−p1)−(v2−p2)

2(t+qL) if
p1 − p2 > (v1 − v2)− t− qL

p1 + p2 ≤ (v1 + v2)− t− qL

v1−p1

t+qL if p1 + p2 > (v1 + v2)− t− qL

The corresponding derivatives of Firm 1’s profit with respect to its price are:

∂π1(p1)
∂p1

=





1 Region 1

p1 ≤ v1 − (v2 − p2)− t− qL

v1−(v2−p2)+t+qL−2p1

2(t+qL) Region 2

v1 − (v2 − p2)− t− qL < p1 ≤ v1 + (v2 − p2)− t− qL

v1−2p1

t+qL Region 3

v1 + (v2 − p2)− t− qL < p1 ≤ v1

The regions are numbered for ease of discourse. Profit is increasing over Region 1. Inspection

of the derivatives reveals four possibilities: (i) profit is decreasing in Regions 2 and 3, (ii) profit

is single-peaked in the interior of Region 2 and decreasing in Region 3, (iii) profit is increasing

in Region 2 and decreasing in Region 3, and (iv) profit is increasing in Region 2 and is single-

peaked in Region 3. These correspond to the first four cases in the lemma. In the fifth case,

when pj ≤ vj − vi − t − qL, Firm i cannot obtain positive market share at any price. Best

responses for Firm 2 are obtained analogously.
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Proof of Theorems

The following lemma, defining conditions under which equilibrium profit is increasing in q, is

used in the proofs of the theorems.

Lemma 6. For j ∈ {1, 2},

(i) if q ≤ v1−v2−3t
3L ,

dπ∗j
dq ≤ 0,

(ii) if v1−v2−3t
3L < q ≤ v1+v2−3t

3L ,
dπ∗j
dq > 0,

(iii) if v1+v2−2t
2L < q,

dπ∗j
dq < 0.

(iv) if v1+v2−3t
3L < q ≤ v1+v2−2t

2L ,
dπ∗j
dq < 0 and

dπ∗j
dq < 0.

where π∗j and π∗j are the highest and lowest obtainable equilibrium profits for firm j.

Proof. Equilibrium profits, π∗j = njpj , are obtained from Proposition 2.

(i) Profits are given by π∗1 = v1 − v2 − t− qL and π∗2 = 0, which are nonincreasing in q.

(ii) Profits are given by: π∗j = 1
2(t + qL)

(
1 + vj−vi

3(t+qL)

)2
, i 6= j. Differentiating,

dπ∗j
dq =

1
2
L

[
1−

(
vj−vi

3(t+qL)

)2
]

which is positive whenever: q >
vj−vi−3t

3L

(iii) Profits are given by π∗j =
v2

j

4(t+ql) which is decreasing in q.

(iv) Profits are given by πj = (vj−pj)pj

t+qL . Differentiating with respect to q yields:

dπj

dq =
(

vj − 2pj

t + qL

)
dpj

dq −
(vj−pj)Lpj

(t+qL)2
(A-1)

By Equation (9c), the set of prices that can yield either the highest or lowest equilibrium payoffs

for Firm 1 is p1 ∈ {1
2v1,

2
3v1, v1 + 1

3v2− t− qL, v1 + 1
2v2− t− qL}. In the first two cases, dp1

dq = 0

and Equation (A-1) is negative. In the last two cases, Equation (A-1) becomes:

dπ1(∈ {π∗1, π∗1})
dq

= − L

(t + qL)2
[
(t + qL)2 − (sv2)2 − sv1v2

]
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where s ∈ {1
3 , 1

2}. To complete the proof, we show that the part in brackets is positive.

(t + qL)2 − (sv2)2 − sv1v2 ≥ (t + qL)2 − v2
2

9
− v1v2

3

>

(
v1 + v2

3

)2

− v2
2

9
− v1v2

3

=
v1

9
(v1 − v2) > 0

Proof of Theorem 1. (i) The condition t ≤ 1
3(v1 − v2) − L implies that q ≤ v1−v2−3t

3L for all

q ∈ [0, 1]. By Lemma 6, we have that
dπ∗j
dq ≤ 0.

(ii) The condition is equivalent to v1+v2−2t
2L < 0 which implies that q > v1+v2−2t

2L . By Lemma 6,

we have that
dπ∗j
dq < 0.

(iii) The condition t > 1
3(v1 + v2) implies that q > v1+v2−3t

3L for all q ∈ [0, 1]. By Lemma 6, we

have that π∗j , π
∗
j < 0.

Proof of Theorem 2. By Proposition 2:

n2 = 0 if q ≤ v1−v2−3t
3L and n2 > 0 if q > v1−v2−3t

3L

For part (i) of the theorem, to have n2 = 0 when q = 0, we need 0 ≤ v1−v2−3t
3L . For part (ii),

we require that 1 > v1−v2−3t
3L . These conditions are equivalent to:

1
3(v1 − v2)− L < t ≤ 1

3(v1 − v2)

Proof of Theorem 3. Define q ≡ max[0, v1−v2−3t
3L ] and q ≡ min[1, v1+v2−3t

3L ]. Clearly, q ≥ 0

and q ≤ 1 and, by Lemma 6, profit is increasing whenever q ∈ (q, q). To show that q < q we

require:

1 > v1−v2−3t
3L and 0 < v1+v2−3t

3L

≡ t > 1
3(v1 − v2)− L and t < 1

3(v1 + v2)

which correspond to the conditions of part (i) of the theorem. The conditions in part (ii) imply

t ≤ 1
3(v1 + v2)− L ⇒ v1+v2−3t

3L ≥ 1

t > 1
3(v1 − v2) ⇒ v1−v2−3t

3L < 0

Therefore, v1−v2−3t
3L < q ≤ v1+v2−3t

3L which, by Lemma 6, implies profit is increasing for all q.
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We next consider the generality of the above results, by specifying a quadratic attack prob-

ability function which includes linearity as a special case.

Corollary 3 (quadratic attack probability). Define

q(nj) ≡ qβnj + q(1− β)n2
j (A-2)

Where β ∈ [0, 1]. If

(i) t > 1
3(v1 − v2), and

(ii) v1 and v2 are sufficiently large so that every consumer derives strictly positive utility in

equilibrium when q = 0,

Then, both firms obtain maximal profit at some q > 0.

Proof. The consumer indifferent between Firm 1 and Firm 2 is found by solving:

u1(α∗12) = u2(α∗12)

≡ α∗12 = 1
2 + (v1−v2)−(p1−p2)

2t − qL
2t

[
β(ne

1 − ne
2) + (1− β)

(
(ne

1)
2 − (ne

2)
2
)]

(A-3)

Since all consumers derive strictly positive utility when q = 0, by assumption, we must have

ne
1 + ne

2 = 1 when q is sufficiently small. Equation (A-3) becomes:

α∗12 = 1
2 + (v1−v2)−(p1−p2)

2t − qL
2t (2ne

1 − 1) (A-4)

In equilibrium, it must be the case that α∗12 = n1 = ne
1. Substituting into (A-4) yields

n1 = 1
2 + (v1−v2)−(p1−p2)

2(t+qL) (A-5)

For the above to have an interior solution (0 < n1 < 1), we must have:

(v1 − v2)− (t + qL) < p1 − p2 < (v1 − v2) + (t + qL) (A-6)

We will confirm these conditions shortly. First, equilibrium prices are obtained by differentiating

πj = pjnj for each firm and solving the simultaneous equations. This yields:

pj = 1
3(vj − vi) + t + qL, i, j ∈ {1, 2}, i 6= j (A-7)

The conditions in (A-6) are satisfied whenever t + qL > 1
3(v1− v2) which is true by assumption
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(condition i). Combining (A-5) and (A-7) yields profits of:

πj =

[
t + qL + 1

3(v1 − v2)
]2

2(t + qL)

which is increasing in q whenever t > 1
3(v1 − v2).

Proof of Theorem 4. Condition (i) guarantees that the profit function is initially increasing

in q. In particular, it implies that

v1−v2−3t
3L < 0 ≤ v1+v2−3t

3L

which, by Lemma 6, implies that
dπ∗j
dq

∣∣∣
q=0

> 0.

If the profit function is initially nonincreasing, then there are two possibilities by Lemma

6. As q increases, either profit is initially nonincreasing, then increasing; or it is nonincreasing,

then increasing, then decreasing:

(ii-a) nonincreasing-increasing: By Lemma 6, for profits to be nonincreasing when q = 0 and

increasing when q = 1, the following conditions are required:

0 ≤ v1−v2−3t
3L ⇒ t ≤ 1

3(v1 − v2) (A-8)

1 > v1−v2−3t
3L ⇒ t > 1

3(v1 − v2)− L (A-9)

1 ≤ v1+v2−3t
3L ⇒ t ≤ 1

3(v1 + v2)− L (A-10)

Firm 2’s profit is 0 at q = 0, thus Firm 2’s profit is maximized at q = 1. For Firm 1, maximum

profit occurs either at q = 0 or q = 1 and, by Proposition 2, these are given by:

π∗1|q=0 = v1 − v2 − t (A-11)

π∗1|q=1 = 1
2(t+L)

[
1
3(v1 − v2) + t + L

]2 (A-12)

Profit at q = 1 is strictly greater than profit at q = 0 when

L > 2
(

1
3v1 − 1

3v2 − t
)

+
√(

1
3v1 − 1

3v2 − t
)
(v1 − v2 − t) (A-13)

Condition (A-9) is redundant as it is implied by (A-13). However, for both (A-13) and (A-10)

to be satisfied, it must also be the case that

t >
v2
1−3v2

2
3(v1+v2) (A-14)
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Combining these conditions:

1
3(v1 − v2) ≥ t >

v2
1−3v2

2
3(v1+v2)

1
3(v1 + v2)− t ≥ L > 2

(
1
3v1 − 1

3v2 − t
)

+
√(

1
3v1 − 1

3v2 − t
)
(v1 − v2 − t)

(A-15)

(ii-b) nonincreasing-increasing-decreasing: By Lemma 6, we require:

0 ≤ v1−v2−3t
3L ⇒ t ≤ 1

3(v1 − v2) (A-16)

1 > v1+v2−3t
3L ⇒ t > 1

3(v1 + v2)− L (A-17)

Maximum profit can occur either at q = 0 or at q = v1+v2−3t
3L which is the point above which

profit is again decreasing in q. Firm 1’s profit is given by:

π∗1|q=v1+v2−3t
3L

= 2v2
1

3(v1+v2) (A-18)

This profit exceeds the profit at q = 0 given by (A-11) if t >
v2
1−3v2

2
3(v1+v2) which is precisely the

condition in (A-14). Combining these conditions, we have:

1
3(v1 − v2) ≥ t >

v2
1−3v2

2
3(v1+v2)

L > 1
3(v1 + v2)− t

(A-19)

Taking the union of parameter ranges in (A-15) and (A-19) yields condition (ii) in the theorem.

Proof of Theorem 5. We solve for the subgame perfect equilibrium. The consumer indiffer-

ent between Firm 1 and Firm 2 is given by

α∗12 =
1
2

+
1
2t

[(v1 − v2)− (p1 − p2)− (q1n
e
1 − q2n

e
2)L] (A-20)

Following steps similar to Propositions 1 and 2, under the conditions in the theorem, we have

n1 > 0, n2 > 0, n1 + n2 = 1 for all q1 and q2. Since, in equilibrium, ne
i = ni, we have

n1 =
(v1 − v2)− (p1 − p2) + t + q2L

2t + (q1 + q2)L
(A-21)

For given q1 and q2, firms maximize πi(pi) = pini which yields the first order conditions:

pi =
1
2

(vi − vj + pj + t + qjL) i, j ∈ {1, 2}, i 6= j (A-22)
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From these, the equilibrium prices and market shares are given by:

p1 =
1
3
(v1 − v2) + t +

1
3
(q1 + 2q2)L p2 =

1
3
(v2 − v1) + t +

1
3
(q2 + 2q1)L (A-23)

n1 =
(v1 − v2) + 3t + (q1 + 2q2)L

6t + 3(q1 + q2)L
n2 = 1− n1 (A-24)

In the first stage, firms select qi to maximize pini − ci(qi). For i, j ∈ {1, 2}, i 6= j, profit as a

function of qi, qj is given by:

πi(qi, qj) =
((vi − vj) + 3t + (qi + 2qj)L)2

9(2t + (qi + qj)L)
− ci(qi) (A-25)

Taking the derivative with respect to qi yields:

dπi(qi, qj)
dqi

= [vj − vi + t + qiL]
(

L(vi − vj + 3t + (qi + 2qj)L)
9(2t + (qi + qj)L)2

)
− c′i(qi) (A-26)

The fraction term is strictly positive since t > 1
3(v1 − v2). Also, c′i(qi) ≤ 0.

(i) For an equilibrium to satisfy q1 = q2 = 0, it must be the case that the derivative of each

firm’s profit function at q1 = q2 = 0 must be non-positive. Consider firm 2. The expression in

the brackets becomes [v1 − v2 + t] > 0. Therefore, the derivative is positive.

(ii) For qi = 1 to be a dominant strategy, the derivative of profit must be increasing for

all qi, qj . This requires that the expression in the square brackets be positive, which is true

whenever t > v1 − v2.

Proof of Theorem 6. The consumer indifferent between Firms 1 and 2 (u1 = u2) is given by

α∗12 =
1
∆

[(p1 − p2) + qL(ne
1 − ne

2)] (A-27)

By assumption, n1 + n2 = 1 and therefore n1 = 1− α∗12. In equilibrium, ne
j = nj , implying

n1 =
∆− (p1 − p2) + qL

∆ + 2qL
(A-28)

Maximizing each firm’s profit, njpj , with respect to pj and substituting yields the expressions

in (12) and (13). As both p2 and n2 are increasing in q, the result holds for Firm 2. For Firm 1,

profits are given by p1n1 = 1
9

(2∆+3qL)2

∆+2qL . Differentiating with respect to q yields the result.

A10 MIS Quarterly Vol. 34 No. 3, Galbreth & Shor, Appendix/September 2010


	Untitled



