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Classification of promoters and other functionally important genome fragments according to their
nucleotide sequences and physicochemical properties is a key factor for understanding gene transcription,
replication, recombination and their regulation. The classification of genome promoters is usually
performed on the basis of analysis of their primary structures. However, such an approach does not
allow one to obtain a simple answer because it is the physicochemical properties of DNA that control
the process of gene transcription and its regulation. Electrostatic interactions comprise an essential
component of those processes. This work presents the approach that allows computation of electrostatic
potentials of long nucleotide sequences of DNA for both procaryotic and eucaryotic species. The
elecrtostatic potentials of E. coli promoters and periodic sequences were calculated. We suppose that
the electrostatic characteristics of the genome promoters together with primary structure provide their
reliable classification.

K ccuuk mms mpoMOTOpOB U APYrHX (PyHKLIHOH JIBHO B XHBIX DIEMEHTOB I'€HOM II0 UX HYKJIEO-
TUJIHBIM TIOCJIEOB TEJBHOCTIM U (PU3MKO-XMMHUYECKUM CBONCTB M SBJISETCS KIIIOYEBBIM ¢ KTOPOM ISt
MOHUM HHS MPOLIECCOB TP HCKPHUIILUH T€HOB, PENYIUINK WU, PEKOMOMH LMK U UX peryasiud. OObrdHO
KJI CCU(UK 1M TPOMOTOPOB FEHOM IIPOBOAUTCS H OCHOBE H JIU3 MX MEPBUYHBIX CTPYKTyp. OmH KO
T KO MOAXOA HE MO3BOJISET MOJIYYUTh OXHO3H YHOTO OTBET , T.K. 3 IIPOLIECC TP HCKPHUIILHHU U ee pe-
TYJISLMI0 B OCHOBHOM OTBETCTBEHHBI (pu3nMKO-xumuueckue cBoiicts ITHK. B xHyio poib B yK 3 HHBIX
MPOIIECC X WUTP 10T JEKTPOCT THUYECKHE B3 MMOjeiicTBUA. B H crosmeil p 60Te p 3BHT MOOXOI, IO3BO-
JISIOIIMN BBIYUCIIATD JEKTPOCT TUYECKHE MOTEHIM JIbl JUIMHHBIX HYKJIEOTHAHBIX ITOCIIEIOB TEIbHOCTEMN
JHK X K @I OpoK pHOT, T K W JUI 9yK pUOT. H MM BBIUHCIEHBI 3IEKTPOCT THYECKUE MOTEHIHU JIbI
poMoTopoB E. coli v nepuognyeckux MoCieaoB TeabHOCTed. MBI 1OJI T €M, U4TO BJIEKTPOCT THYECKUe
X p KTEPHCTHKH IPOMOTOPOB T€HOM COBMECTHO C INEPBHYHOU CTPYKTYypod obecmed T WX H OEXKHYIO
KJ1 CCU(PUK LIHUIO.

INTRODUCTION

One of the most important examples of molecular recognition is interaction of DNA with
polymerases and other proteins that play key roles in transcription and its regulation where
selective binding of protein to the particular DNA sequence occurs [1]. Specificity of binding
can be evaluated in terms of energy, by the difference in free energies for binding the same
protein to the specific and average nonspecific DNA site. This value varies from about 40
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to over 80 kJ/mole [2], which is quite a large difference considering that only noncovalent
forces are involved in protein—-DNA binding.

Such a wide range of specificity led to formulating a model of protein—-DNA recognition
process involving at least three steps [3]. The first is nonspecific binding of a protein to DNA
which is energetically driven by the electrostatic complementarity of the DNA and protein
contacting surfaces [4]. The second step is one-dimensional diffusion of a protein along DNA
chain, which accelerates association rates beyond their three-dimensional diffusion limits [5—
7]. During this step, electrostatic interactions of proteins with DNA retain the protein in the
immediate vicinity of DNA, thus providing the required reduction in dimension from three
to one. The third step is formation of more extensive contacts between DNAs, which occurs
when a protein locates its target site. Again, the specific interaction of a protein with its target
DNA sequence involves electrostatic interactions [3], but other factors also contribute, e.g.,
the mutual surface fitting due to the DNA-induced protein refolding [8,9] and protein-induced
conformation changes of DNA [10, 11].

Thus, electrostatic interactions are of primary importance in the multistep process of the
protein—-DNA recognition. In the first step of that process which occurs approximately at the
electrophoretic sliding surface of DNA, which is about 15 A away from the DNA longitudinal
axis [12], the electrostatic interaction is the only physical factor since Coulomb electrostatic
forces decay with distance much lower than other forces like hydrogen bonding, London
forces, etc.

Even more importantly, calculation of electrostatic potential distribution along DNA for
long chains will open the road to analyzing correlations of DNA functional properties with
physical properties of the DNA sequence, particularly, the electrostatic properties. Earlier,
correlations were established between the properties and the sequences themselves, and clas-
sification of DNA sequences was performed using the well known cluster analysis technique.
Such a classification allows one to elucidate structure-function relationships [13]. The draw-
back of such a classification is that it has no explicit physical basis. In contrast, correlations
of electrostatic properties with functions will allow one to establish such a basis. Besides,
DNA electrostatic properties are already known to correlate with its sequence, but that was
earlier established for short DNA chains only.

On the other hand, the sequences of coding and promoter regions of DNA correlate
between DNAs of various biological species, which allows one to identify evolutionary rela-
tionships, again via classification by cluster analysis [14]. Once correlations are characterized
between electrostatic properties of those regions, the corresponding evolutionary relationships
will acquire the physical basis.

Since distributions of electrostatic potentials or fields have distinct geometrical shapes,
the classification can be inferred via morphology methods (Procrustean, Minkowski, or other
metrics). The most accurate calculation method of electrostatic potentials and energies avail-
able for macromolecular systems is numerically solving the Poisson—Boltzmann equation on
a rectangular grid [15]. But this method was not used for long DNA sequences recognized
by some DNA-binding proteins, because the number of grid points N scales linearly with the
DNA length, and computation time typically scales, at best, as V.

In this work we adopt a multigrid method of solving the Poisson—-Boltzmann equation in
which computation time typically scales as In NV, which allows us to handle several hundreds
of base pairs long DNA sequences, exemplified in this study by E.coli promoter regions,
which are 411 bp long.
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1. SOLVING THE POISSON-BOLTZMANN EQUATION

Calculations of electrostatic potential ¢ of DNA fragments were performed by solving
the Poisson—Boltzmann equation, which describes the electrostatic potential in solvent around
DNA molecule according to

— v (e(r) 7 o(r)) = 4m(po(r) + pr(o(r))), €))

where r = (2,7, 2) € R3; ¢ is the sought electrostatic potential; ¢ is the dielectric permeability
and pg is the charge distribution of DNA described by

po(r) = ezid(jr — 1), )

where z; is the charge of the ¢th atom of the molecule in units of elementary charge; r; is the
radius vector of the ith atom; e is the elementary charge (the absolute value of the electron
charge); ¢ is the Dirac delta function, and

p1(r) = Zniezi exp (ezi/kpT). 3)

When the potential is small enough (p < kgT/e), Eq. (1) reduces to its linearized form

— v (e(r) v @(r)) + r*p = dmpy(r), 4

where
k? = 4me? Z niz? kT (5)
i

is the ion density, where n; is the concentration of ions of the ith kind; z; is the charge of ion
of ith kind in units of the elementary charge; kp is the Boltzmann constant; 7" is the absolute
temperature assumed to be 300 K.

Boundary condition for the potential ¢(00) is set using the Debye-Huckel approximation.
For the purpose of numerical solution we restrict the infinite region to a big parallelepiped I,
with the condition imposed on its surface, for r = (x,y, z) € I':

o)l = 3 xR e —ril) ©)

|r — r;]

i

The problems (4) with boundary condition (2) in the region I' are solved using the finite
element method. We solve the discrete linear system iteratively by the multigrid method
(MM). The details of the MM solution algorithm are presented in Appendix.

In order to solve the nonlinear equation (1), we apply the iterations according to

= (e(r) v ") 4+ a™ T = 47 (po + p1(p)) + ag™, (7)

where ™ is the approximation of solution corresponding to the nth iteration. Thus, the linear
problem with unknown ¢"*! has to be solved on each iteration. The solution to the problem
(4) is used as an initial approximation for iterations (7).
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2. CALCULATIONS OF ELECTROSTATIC POTENTIALS

All atom models of DNA fragments were constructed using the evaluation version of
the HyperChem 7.01 package [16]. DNA was assumed to be in the B form. Charges were
assigned to the center of each atom. The values of charges were taken from the AMBER
force field [17]. Additional charges of 0.25 e were assigned to O; and Oy atoms of phosphate
groups to allow for the well known counter-ion condensation effect, which is retention of
part of counter ions near the charged atoms of the phosphate groups. Dielectric constants
were taken to be 2 for the DNA interior and 80 elsewhere. Potential was visualized as a
topological map on the surface of a cylinder with 15 A radius centered at the longitudinal axis
of DNA, about 5 A away from DNA sugar-phosphate backbone. Such a surface approximates
the electrophoretic sliding surface of the DNA, at which the first stage of DNA-protein
recognition is believed to occur.

The horizontal axis in the map shown coincides with the DNA helix axis. The color scale
represents the electrostatic potential in units of k5T/e, which is thermal motion energy kT
per unit of electric charge e. In those units, red color was chosen to correspond to —1.3, blue
to —0.8, and white to intermediate values. In this color scheme, the visualized electrostatic
potential values will span a range of 0.5 kgT/e, so that ten unit charges, which are typically
present in protein fragments interacting with DNA, will account for a difference of 5 kgT'/e,
which is quite sufficient for the electrostatic steering that happens as the protein approaches
the DNA surface. Ion concentrations (1:1 electrolyte was assumed) were 0.15 M, which is
the physiological value.

DNA sequences of E.coli promoter regions were taken from [18] and [19]. The start
point of transcription is located at the position 257, so the coding sequence starts further
downstream, and the promoter region is upstream from that point.

Figure 1 presents the electrostatic potentials of periodic DNA: poly(A), poly(AT), poly(G),
and poly(GC). As one can see from Fig. 1, this electrostatic potential is also periodic in nature.
The fact that the periodicity does not appear perfect on the cylindrical surface is explained by
the geometry of B form of DNA. One can also see that the potential of poly(AT) sequence is
drastically different from the rest of periodic sequences. Particularly, the spots of both the blue
(less negative) and red (more negative) potential are smaller and much less intense, indicating
that the potential of the poly(AT) DNA sequence deviates from its average value much less
than for other periodic sequences. Also, the alternating blue and red bands appear more
frequently the electrostatic potential of the poly(AT) sequence indicating that the potential of
poly(AT) is of finer structure than for other periodic DNA sequences. Those distinguishing
features of the electrostatic potential of poly(AT) show that the electrostatic potential should
strongly correlate with the presence of long (AT) runs in the sequence.

This feature itself shows that the calculations of the DNA electrostatic potential can
contribute to the classification of DNA sequences in a manner similar to the analysis of the
sequence itself, leading to expansion of the entire field of bioinformatics. Particularly, instead
of building classifications based on the sequence alone, at least one physical property can be
allowed for in building classifications, namely, the electrostatic potential.

Figure 2 shows the electrostatic potential of several promoter regions of E. coli, together
with the adjacent coding regions. Qualitatively, the electrostatic potentials of these regions
noticeably differ from the potentials of periodic sequences. The main difference is apparent
presence of a strong dipolar component in the electrostatic potential across the DNA double
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helix. Indeed, the intense blue spots (less negative potential) are located well away from the
intense red spots (more negative potential). In contrast, the periodic DNA sequences (Fig. 1)
exhibit a more homogeneous distribution of the electrostatic potential across the double helix,
visually more similar to the quadrupolar distribution.

Of the six promoters shown, two top promoters, uvrA and uvrB-P1, show the maximal
anisotropy of the electrostatic potential. Indeed, red and blue spots are larger and more intense
than for the remaining four promoters. Two bottom promoters, accA and accBC, show the
least anisotropy, and the middle two, uvrD-P1 and uvrD-P2, are intermediate in that respect.
For all the six promoters, the direction of the dipole moment varies in a sequence-dependent
manner.

The data obtained suggest that, first, the promoter and coding regions have electrostatic
potential greatly differing from that of periodic sequences. Secondly, the electrostatic potential
differs with the type of promoters, mostly in the asymmetry of the distribution of positive and
negative patches of the electrostatic potential. Finally, both the amplitude and the direction
of the dipole moment across the DNA double helix change along the helix axis.

To show the finer structure in functionally important promoter areas (-35, —10, and
starting point), the electrostatic potential distribution in those areas are presented for two
promoters, accA and uvrA (Fig.3), scaled to include those areas only. In the —35 area, a
quasi-periodic potential distribution appears, in which red and blue spots are alternating. No
explicit anisotropy of potential is observed in that region. In contrast, large areas of red and
blue appear in the area from —10 to the starting point on the opposite sides of the cylinder,
which suggests the anisotropy of the electrostatic potential in the vicinity of the starting point.

0 11100 2‘90 1‘ 300 400
LARLLKR AR R LR RN R
INRHHDOBLRIBN

MU AL

poly(AT)

CEERERURRER LR ER R RN URR R LR ERRANARR
IRERARLERTAY UERRLRE AR NN
I T T

poly(GC)

,_E ;
e
-

Fig. 1. Distribution of electrostatic potential around periodic DNA molecules. Each molecule is shown
in two views differing by 180° rotation around the helix axis
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Fig. 2. Distribution of electrostatic potential around promoter DNAs of E. coli. Each promoter is shown
in two views differing by 180° rotation around the helix axis

The A/T tracks are known to occur more frequently in promoter sequences than in the
full genome sequences, and to be distributed nonrandomly in promoter sequences. In Fig. 4
the distribution of the electrostatic potential is presented around the periodic DNA sequences
poly(A) and poly(AT) in a fragment equal in length to fragments of promoter DNA sequences
of E. coli from the —35 area to the transcription start point. One can see that both the promoters
accA and uvrA have the electrostatic potential distributions visually more similar to that
of poly(AT) sequence than to that of poly(A). Thus, the electrostatic potential distribution
of promoters appears to correlate with the contents and positions of A/T tracks along the
promoter.
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Fig. 3. Distribution of electrostatic potential around accA and uvrA promoter DNAs of E. coli from the
-35 point to the transcription start point (denoted by SP) shown in two views differing by 180° rotation
around the helix axis. The picture is scaled to show finer structure of the specified areas
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Fig. 4. Distribution of electrostatic potential around periodic DNA molecules poly(A) and poly(AT) in a
fragment equal in length to fragments of promoter DNAs of E. coli from the —35 area to the transcription
start point shown in two views differing by 180° rotation around the helix axis
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CONCLUSIONS

Taken together, the data indicate that the electrostatic potential can improve the classifica-
tion of DNA sequences by providing the physical basis. In such an improved classification,
the physical basis will be rendered for drawing structure—function relationships and evolu-
tionary relationships between various DNA sequences, thus contributing to the development
of bioinformatics.

Therefore, the entire body of data including the primary structure (sequence), secondary
structure (geometry), and physical properties of specific DNA sequences will provide a unified
basis for promoter classification, which is a key feature in understanding promoter functioning
(transcription), their evolution and regulation.

APPENDIX

To solve the nonlinear equation (1), we apply the iterations by formula (7) where ¢" is
the solution approximation corresponding to the nth iteration.

To solve the problems (1) and (2) with the boundary condition (6), we discretize the
region I' with finite elements. The solution approximation is found in the finite dimensional
space S with the basis of finite element functions ®(z,y, 2):

Y= Zu’?bi.
i

Applying the Galerkin approach [20] to (1), (7) and (8), we obtain a linear algebraic system
of equations Au = f from which coefficients u; can be found. Then we solve this system
of linear algebraic equations iteratively by the multigrid method (MM). The MM uses the
sequence of nested finite element grids as follows:

(®)

hi—1 :2hl; Sl,1 CSl; l:].,...,L, )

where h is the grid step size; S is the corresponding space
of basis functions. The final solution should be found on
the finest grid number L. It is performed by iterations using
a set of auxiliary grids [ = 0,1,..., L—1. On each iteration
the problem is reduced to a smaller one on the grid L —
for which the same algorithm is applied recursively until

procedure mgm(l,u,, f;)
array uy, fj;

if { = 0 then uy = A~} else
begin integer j; array d,v;
uy: = relax(4;, uy, f;);
d:=1f-Au): v = 0;

the grid number O is achieved. The grid O is the coarsest
(with the biggest step size hg). It contains a small number
of unknowns. Thus, the linear system for that grid can be
easily solved by any direct method, for instance, by Gauss
elimination.

The algorithm of one MM iteration for the grid number
l is presented in Fig.5.

forj :=/ until}y domgm(l—1; u, d)
_ I

w=u 1 v

uy := relax(A4;, uy, f;);

end

Fig. 5. Algorithm of one MM it-
eration for the grid number [

Here the quantities with subscript [ are related to grid number [; the notation ug = A1 fy
means the direct solution procedure on the grid [ = 0; I is the interpolation operator that
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transfers functions from one grid to another; the relax is a simple iteration of Gauss—Seidel
type to damp high frequency residual components.
The iteration process finishes when the residual norm satisfies the criteria

| fo — Arug ||
I fo

It usually takes 4-5 iterations to converge the iteration process.
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