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ABSTRACT
A stabilization problem for a wheeled robot following a

curvilinear target path is studied. In [1], a method for construct-
ing invariant ellipsoids—quadratic approximations of the attrac-
tion domains for the target trajectory under a given control law—
was developed. A basic result of that study is a theorem by means
of which construction of the invariant ellipsoids reduces to solv-
ing a system of linear matrix inequalities (LMIs) and checking a
scalar inequality. This paper is a sequel to work [1] and is de-
voted to practical implementation of the results obtained in that
paper. It is discussed how to select the parameters in terms of
which the theorem is formulated. An algorithm is developed that,
for a given value of maximal deviation from the target trajectory,
constructs an invariant ellipsoid of as large volume as possible.

1 INTRODUCTION
There exist many applications (e.g., in agriculture or road

construction) where a vehicle is to be driven along a target path
with high level of accuracy [2, 3]. Such tasks are performed
by automatic vehicles (further referred to aswheeled robots, or
simply robots) equipped with navigational and inertial tools and
satellite antennas [1–7]. In the majority of studies on this subject,
the well-known kinematic model of a vehicle moving without lat-
eral slippage described by three nonlinear differential equations
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(e.g., [3–7]) is considered. To take into account dynamics of the
steering gear mechanism, a simple actuator model is sometimes
introduced. The control goal is to bring the robot to a given curvi-
linear path and to stabilize its motion along the target curve.

In view of essential nonlinearity of the considered problem,
it seems impossible to synthesize a control law that would stabi-
lize robot motion along an arbitrary curvilinear trajectory under
arbitrary initial conditions. Therefore, in practice, it is desirable
to have a criterion that would allow one to check in the course of
motion whether the robot state belongs to the attraction domain
of the target trajectory, or, in other words, whether the synthe-
sized control can stabilize motion of the robot along the given
trajectory from a given initial position. For such a criterion, it
is suggested in [1] to construct invariant ellipsoids in the system
state space. The desired ellipsoids are found by applying the ap-
proach proposed in [6] for the case where the target trajectory is
a straight line or an arc of a circle. The approach is based on the
absolute stability theory [8–10] and reduces construction of an
invariant ellipsoid to solving an LMI system [11]. The problem
studied in [1] differs from that discussed in [6] in that the target
trajectory may be an arbitrary smooth curve and in the presence
of phase constraints. This paper is a sequel to [1] and devoted to
practical implementation of the results reported in [1].

2 PROBLEM STATEMENT
The wheeled robot considered in this work is a vehicle mov-

ing without lateral slippage with two rear driving wheels and one
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Figure 1. The kinematic scheme of the wheeled robot.

(or two) front wheel responsible for steering the platform. In the
planar case, the robot position is described by two coordinates
(xc,yc) of some point of the platform, the so-calledtarget point,
and one angle describing orientation of the platform with respect
to an immovable reference systemx0y.

For the target point, the point located in the middle of the
rear axle is usually taken, and for the angle, the angleθ between
the central line of the platform (which coincides with the direc-
tion of the velocity vector) and thex-axis. The kinematic equa-
tions of such a robot are well known (see, for example, [1,6,7]):

ẋc = vcosθ,
ẏc = vsinθ,
θ̇ = vu.

(1)

Here, dot denotes differentiation with respect to time,v≥ v0 > 0
is a scalar linear velocity of the target point, andu is the instant
curvature of the trajectory described by the target point. The
quantity u is uniquely related to the turning angle of the front
wheelα by the equation

u = tanα/L, (2)

whereL is the distance between the front and rear axles. In the
case of two front wheels (as depicted in Fig. 1), their turning
anglesα1 andα2 are different, but are not independent and are

related to the trajectory curvature, such that there exists an “effi-
cient mean” angleα [6,7]. To take into account dynamics of the
steering gear mechanism, a simple actuator model is introduced,
which is described by the first-order differential equation (such
dynamics is typical of step motors often used in practice)

α̇ = V, (3)

whereV is the angular speed of rotation of the actuator shaft,
which is considered to be a control, such that angleα (or cur-
vatureu) becomes a state space variable. The control resource
is assumed to be bounded,|V| ≤ V̄, whereV̄ is the maximum
angular speed of the actuator shaft.

Limitation on the turning angle of the front wheels results in
the two-sided constraints on the state space variables

−ū≤ u≤ ū (−αmax≤ α≤ αmax), (4)

whereū = tanαmax/L is the maximal possible curvature of an
actual trajectory.

The stabilization problem for a wheeled robot consists in
synthesizing a control lawV that brings the robot to a given tar-
get trajectory and stabilizes its motion along the curve. In the
considered planar case, the target trajectory (path) is described
by a pair of functions(X(s),Y(s)), whereX(s) andY(s) arex-
andy-coordinates of a point on the curve ands is a parameter.
FunctionsX(s) andY(s) are assumed to be three times differen-
tiable, ands is arc length (“natural parametrization”).

A control law ensuring exponential convergence of the ac-
tual trajectory to the target path in a neighborhood where the
phase constraints hold as strict inequalities under the condition
of the unbounded control resource was derived in [7]. However,
in the general case, this control law does not guarantee stabiliz-
ability of the system for arbitrary initial conditions, and we arrive
at the necessity of determining whether a current vehicle position
belongs to the attraction domain.

In [1], it is suggested to divide the path into segments where
parameters of the curve do not vary too much and, for each seg-
ment, construct an invariant ellipsoid [12], which is an approx-
imation of the attraction domain for the given segment. If the
trajectory of the system comes into such an ellipsoid, it will re-
main in it until, at least, the system moves along the given seg-
ment. When turning from one trajectory segment to another, the
ellipsoid is, generally, changed, and it is required to check again
whether the current state belongs to the new ellipsoid. Thus, the
constructed system of invariant ellipsoids may serve as a stabi-
lizability criterion.

For the control law synthesized in [7], the construction of the
invariant ellipsoids reduces to solving an LMI system and check-
ing a scalar inequality [1]. Theorem 1 proved in [1] gives one a
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constructive way for finding the matrix of a desired ellipsoid for
given values of certain parameters and checking whether the el-
lipsoid obtained belongs to the attraction domain of the given tra-
jectory segment. However, it says nothing on how to select these
parameters and what to do when they are determined ambigu-
ously. The goal of this paper is to try to address these questions
and to develop an efficient algorithm for constructing ellipsoids
of as large volume as possible. Before we set the above plan in
motion, we need to briefly present results of our earlier studies,
referring the reader to [1,6,7] for detail.

3 EARLIER RESULTS
3.1 Change of Variables:

By means of change of variables suggested in [7], equations
(1), (3) reduce to the form that admits feedback linearization, at
least, in a small neighborhood of the trajectory. For the indepen-
dent variable, the pathξ passed by the robot is taken, and the
state space variables are deviation (distance) of the target point
from the target pathz1, angle deviationz2 = sinψ, and

z3 = u
√

1−z2
2−

k(1−z2
2)

1+kz1
, (5)

whereψ is the angle between the velocity vector and the tangent
line to the trajectory at the point closest to the target point andk
is the curvature of the target path at this point.

By means of this change of variables, equations (1), (3) re-
duce to the equations in deviations [7]:

z′1 = z2,
z′2 = z3,
z′3 = ϕ(z)V

v − f (z),
(6)

where

ϕ(z) =
√

1−z2
2

(
Lu2(z)+

1
L

)
, (7)

f (z)=
z2z2

3

1−z2
2

− kz2z3

1+kz1
−k2z2(1−z2

2)
(1+kz1)2 +

k′s(1−z2
2)

3
2

(1+kz1)3 , (8)

andu(z) is the instant curvature in terms of the new variables,

u(z) =
z3√
1−z2

2

+
k
√

1−z2
2

1+kz1
. (9)

Here and in what follows,k′s is the derivative of curvature with
respect to the arc length at the trajectory point closest to the target
point. In all other cases, the prime denotes differentiation with
respect to the independent variableξ. In addition, the system
must satisfy the constraints on the state space variables

|u(z)| ≤ ū. (10)

3.2 Control Law Synthesis:
The problem of synthesizing control that stabilizes robot’s

motion along the target trajectory is formulated in the state space
of z-coordinates as that of finding controlV satisfying the con-
straints|V| ≤ V̄ for which solutionz(ξ) ≡ [z1(ξ),z2(ξ),z3(ξ)]T

of equations (6) tends to zero, with the constraints on the state
space variables (10) being fulfilled.

Without phase and control constraints, system (6) can be lin-
earized by means of an appropriate feedback. Indeed, confining
ourselves to the case where|ψ| < π/2 (which guarantees that
ϕ(z) 6= 0), and takingV in the form1

V =
v[ f (z)−σ(z)]

ϕ(z)
, (11)

where σ(z) is a linear function of the coordinates,σ = cTz,
c,z∈ R3,c = (c1,c2,c3)T, z= (z1,z2,z3)T, we arrive at the lin-
ear closed-loop system

z′ = Az, (12)

where

A =




0 1 0
0 0 1
−c1 −c2 −c3


 . (13)

Clearly, by means of appropriate selection of vectorc (which can
be done in many ways), matrixA can always be made Hurwitz,
resulting thus in a stable system. For example, selectingc as

c = (λ3,3λ2,3λ), λ > 0, (14)

we obtain an exponentially stable linear system with the expo-
nent−λ. In what follows, we assume that vectorc is always
selected in such a way thatA is a Hurwitz matrix.

To meet constraint|V| ≤ V̄, control is taken in the form [7]

V = sV̄

(
v[ f (z)−σ(z)]

ϕ(z)

)
, (15)

1The case whereϕ(z) may vanish was discussed in [7].
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wheresV̄(V) is the saturation function,

sV̄(V) =




−V̄, for V ≤−V̄,

V, for |V|< V̄,
V̄, for V ≥ V̄.

(16)

However, it is not guaranteed that this control law can stabilize
robot’s motion; i.e., it is important to know whether a current
state belongs to the attraction domain of the given target trajec-
tory.

3.3 Approximation of the State Space by a Cylinder:
The boundary manifold of the system state space, which is

the set of points where constraint (10) turns to equality, is rather
involved. The inscribing of an ellipsoid into a region bounded by
this manifold is a too complicated task. Moreover, the shape of
the manifold depends on variable curvature of the trajectoryk(s);
i.e., we have a family of boundary manifolds and the correspond-
ing state spaces parameterized by the arc lengths. In [1], it is
suggested to approximate the entire family of the state spaces as-
sociated with a given segment by a second-order surface, namely,
a cylinder, and to inscribe ellipsoids into this region.
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Figure 2. Sections of the state space (solid line) and the cylinder

(dashed line) approximating the state space in the strip |z1| ≤ 3 by the

plane z2 = 0.

As shown in [1], the cylinder

|z3| ≤ ũ
√

1−z2
2, −α1 ≤ z1 ≤ α1, (17)

where

ũ = ū− k̄

1− k̄α1
, k̄ = max

s
|k(s)|

and

α1 < ᾱ1 ≡ 1

k̄
− 1

ū
, (18)

belongs to all members of the family of the state spaces corre-
sponding to the given segment in the strip|z1| ≤ α1.

The selection of value0 < α1 < ᾱ1 is dictated by two cir-
cumstances. In the first turn, it is determined by a specific char-
acter of a particular applied problem, since the value ofα1 deter-
mines how far we allow the robot to move away from the target
curve, with its state being kept within the ellipsoid. On the other
hand, it should be taken into account thatα1 affects volume of
the approximating cylinder and, thus, volume of the ellipsoid. In-
deed, for the extreme values ofα1, α1 = 0 andα1 = ᾱ1, volume
of the cylinder vanishes, and it is not difficult to find the value of
α1 for which the cylinder volume is maximal.
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Figure 3. Sections of the state space (solid line) and the cylinder

(dashed line) approximating the state space in the strip |z1| ≤ 3 by the

plane z1 =−3.

As an example, we consider approximation of the state space
by the cylinder for the robot with̄u= 0.2m−1 (minimal curvature
radius 5 m) following along a segment of a target trajectory with
maximum curvaturēk = 0.08 m−1. Let us setα1 equal to 3 m.
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Figures 2 and 3 show the sections of the boundary manifold and
approximating cylinder corresponding to the point of the target
trajectory with curvaturek = k̄ by the planesz2 = 0 andz1 =−3,
respectively. The height of the cylinder for the given values of
the parameters is equal toũ≈ 0.1 m−1.

It follows from the definition of the approximating cylinder
that any ellipsoid inscribed in cylinder (17) automatically meets
phase constraints (10). Thus, the problem of construction of an
ellipsoid satisfying the constraints on the state space variables is
replaced by a simpler problem of inscribing an ellipsoid into a
region bounded by a second-order surface, which is equivalent
to solving the LMI system

P≥ I1, P≥Π, (19)

whereI1 = diag[1/α2
1,0,0] andΠ = diag[0,1,1/ũ2].

3.4 Reduction of the Problem to Solving LMI System:
Consider an arbitrary segment of the target trajectory. Let

us rewrite system (6) closed by feedback (15), which takes into
account the constraint on the control resource, as

z′1 = z2,
z′2 = z3,
z′3 = −Φ(z,σ),

(20)

where

Φ(z,σ) = ϕ(z)
1
v

sV̄

(
v[σ(z)− f (z)]

ϕ(z)

)
+ f (z), (21)

and consider the function

U(z) = ϕ(z)
V̄
v
−| f (z)| (22)

and its restrictionŪ(s) to the target trajectory,

Ū(s)≡U(0) =
(

Lk2(s)+
1
L

)
V̄
v
−|k′s(s)|. (23)

Definition 1. [1] A segment of a trajectory(X(s),Y(s)),
whereX(s) andY(s) are three times differentiable functions, is
said to beadmissible for a given robot(further, simplyadmissi-
ble) if, on this segment,

max
s
|k(s)|< ū. (24)

The basic result of paper [1]—reduction of the construction
of invariant ellipsoids to solving an LMI system—is formulated
as the following theorem.

Theorem 1. [1] Consider an arbitrary segment of an ad-
missible trajectory for which function (23) is positive for anys
and an ellipsoidΩ = {z : zTPz≤ 1}, P≥ 0. Let, for someα1 > 0
and0 < β≤ 1,
(a) condition

ũ = ū− k̄

1− k̄α1
> 0 (25)

hold; (b) LMIs (19) and

PA+ATP < 0, PAβ +AT
βP < 0, (26)

where

Aβ =




0 1 0
0 0 1

−βc1 −βc2 −βc3


 , (27)

be resolvable inP; and (c) inequality

β≤ U0

σ0
(28)

hold, whereU0 = minz∈ΩU(z) andσ0 = maxz∈Ω σ(z). Then,Ω
is an invariant ellipsoid for system (6) closed by feedback (15).

Theorem 1 gives us a constructive way for finding a matrix
P for given values of parametersα1 andβ and checking whether
the ellipsoid generated by matrixP is invariant. However, it says
nothing on how to select these parameters. Clearly, the desired
matrix is to be sought iteratively, and the efficiency of the con-
struction of the invariant ellipsoids greatly depends on the effi-
ciency of strategy of selectingβ, since each iteration includes
solution of an LMI system. Moreover, the right-hand side of
inequality (28) depends on the desired matrixP and, hence, on
β. This means that the desired procedure of searchingβ should
ensure monotone variation of the right-hand side of (28) in or-
der to guarantee the fulfillment of this condition. Note also that,
from practical point of view, it is important to obtain not simply
an arbitrary invariant ellipsoid but rather an ellipsoid of as large
volume as possible, which imposes additional requirements on
the algorithm for searchingβ. In the remaining sections, we dis-
cuss how to choose parameterβ and develop an algorithm for
constructing invariant ellipsoids.
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4 PROPERTIES OF THE LMI SYSTEM
First of all, we note that parametersα1 and β can be se-

lected independently from one another. The value ofα1 is se-
lected based on specific features of a particular applied problem
under the condition that inequality (25) is satisfied. It affects vol-
ume of the constructed ellipsoid and, thus, the fulfillment of the
scalar inequality (28). On the other hand, solvability of the LMIs
does not depend onα1; i.e., if system (19), (26) has a solution for
someα1, it has a solution for any other admissible value ofα1.
Therefore, in what follows, we assume thatα1 is admissible and
fixed and exclude it from the subsequent consideration. For the
same reason, we will not discuss LMIs (19) assuming that they
are always satisfied. We will use notationP(β) for the solution
of the LMIs to emphasize its dependence onβ.

The algorithm to be described below relies on the following
important properties of LMIs (26):
1. There exist at least one value ofβ for which system (26) has
a nontrivial solution. Indeed, forβ = 1, both inequalities in (26)
coincide and have a solution sinceA1 ≡ A is a Hurwitz matrix.
2. There exists a range of small values0< β < β0 where the LMI
system (26) has no solutions. Indeed, in order that LMI (26) have
a solution, matricesA andAβ must be Hurwitz. It is not difficult
to show that there exists a smallβ for which matrix Aβ is not
Hurwitz.
3. If system (26) has a solution forβ = β1 < 1, then it has a
solution for anyβ satisfying the conditionβ1 < β ≤ 1, and the
set of solutions corresponding to thisβ is not narrower than that
corresponding toβ = β1. Indeed, letP(β1) be a solution to (26)
for β = β1. Then [8],P(β1) satisfies (26) for anyβ > β1.

It follows from the second property that, in searching the
bestβ, we should confine ourselves to the range(β0,1), and the
third property implies that, among all values ofβ for which LMIs
(26) have solutions, the greatest value for which the scalar in-
equality (28) holds is the best one.

It can easily be seen from the form of matrices (13) and (27)
that β0 may depend only on vectorc, i.e., on the localization
of poles of the closed-loop system. Thus, for anyβ, a particu-
lar trajectory segment does not affect the solvability of the LMI
system (26). Hence, one and the sameβ0 can be used for any
trajectories (at least, for a fixed control law). Since it is not cur-
rently clear how to find an exact value ofβ0, we use its upper
estimatẽβ0≥ β0, which guarantees that this LMI system is solv-
able for any values ofβ satisfying the conditioñβ0 ≤ β ≤ 1.
Such an estimate can be obtained, for example, experimentally
before constructing ellipsoids under assumption that the poles of
the closed-loop system are fixed, or, in the case of the multiple
pole, for some range ofλ variation. To this end, it is sufficient
to solve LMIs (26) for several trial values ofβ, for example, for
β = 0.15, 0.2, 0.25, . . ., and takeβ̃0 equal to the first value for
which the LMIs have solutions. In our numerical experiments,
whenλ varied from 0.3 to 1, LMIs (26) always had solutions for
β≥ 0.25.

5 CHECKING INEQUALITY (28)
Calculation of the right-hand side of (28) requires finding

extrema of functionsU(z) andσ(z) on the constructed ellipsoid.
It is shown in [6] that the maximumσ0 of linear functionσ(z) on
the ellipsoid is given by the formula

σ0 =
√

cTP−1c. (29)

It seems likely that the minimum of functionU(z) can be found
only numerically. To avoid this, instead ofU0, we will use its
lower estimate. Consider the number

Ũ0 =
√

1−α2
2

(
V̄
vL
− k̄′

(1− k̄α1)3
− α2k̄ū

1− k̄α1

)
−α2ũ2, (30)

where k̄′ = maxs|k′s(s)| on the considered segment andα2 =
max|z2| on the ellipsoid. Using (22) and (8), it is not difficult
to show thatŨ0 ≤U0. The numberα2 is found in the same way
asσ0. Indeed, representingz2 asz2 = eT

2 z, whereeT
2 = (0,1,0),

we obtain

α2 =
√

eT
2 P−1e2; (31)

i.e., α2 is the second diagonal element of the inverse matrix of
the constructed ellipsoid. Let us introduce the notation (here and
in what follows, arguments of the estimates show values ofβ for
which the ellipsoid was constructed)

β̃(β) =
Ũ0(β)
σ0(β)

(32)

for a lower estimate of the right-hand side of (28) and check con-
dition

β≤ β̃(β) (33)

instead of (28).
Efficient finding of an optimal value ofβ is possible if the

right-hand side of inequality (33) is a monotone function ofβ.
It was noted earlier (property 3) that the set of solutions of the
LMIs (26) may only extend asβ grows. Unfortunately, this does
not imply monotonicity of estimatẽβ(β). The latter property
can be ensured if we require that the ellipsoid corresponding to
the smaller value ofβ be nested into the ellipsoid correspond-
ing to the larger value ofβ. To have this property in the course of
searching the desired optimal value ofβ, we modify the LMI sys-
tem solved on each step of the algorithm. Namely, letP(β1) be
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a solution of the LMI system (19), (26) for someβ = β1. When
constructing an ellipsoid for a new valueβ < β1, we replace the
LMIs (19) by

P≥ P(β1), (34)

i.e., we require that the new ellipsoid be nested in that corre-
sponding toβ1 (which implies also that it belongs to the approx-
imating cylinder).

If, additionally, we have an invariant ellipsoid corresponding
to someβ2 < β, we supplement the LMI system with the LMI

P≤ P(β2), (35)

The fulfillment of both LMIs forβ2 < β < β1 means that the cor-
responding ellipsoids are nested into one another, which results
in the following chains of inequalities:σ0(β2)≤σ0(β)≤σ0(β1),
Ũ0(β2) ≥ Ũ0(β) ≥ Ũ0(β1) and β̃(β2) ≥ β̃(β) ≥ β̃(β1). Thus,
the right-hand side of (33) decreases monotonically asβ grows,
which allows us to efficiently find the desired optimal value of
β. In our numerical experiments, two–three iterations were suffi-
cient to get an optimal value such that further improvement ofβ
did not result in a noticeable increase of the ellipsoid.

It may happen that, for given values of all other parameters,
inequality (33) does not hold forβ = β̃0 (and, hence, by virtue
of monotonicity ofβ̃(β), for all greater values). Further decrease
of β is impossible, since, by virtue of the above property 2, the
LMIs (26) will have no solutions. In this case, it is possible to
ensure the fulfillment of inequality (33) for the same value of
β = β̃0 by supplementing LMIs (26) with the LMIs

P≥ ccT β̃2
0/Ũ2

0 (β̃0), P≥ P(β̃0), (36)

whereŨ0(β̃0) andP(β̃0) are the lower estimate ofU0 and matrix
P, respectively, obtained forβ = β̃0. Let P̃ denote a solution of
the LMI system obtained, and let us show that condition (33)
holds. Indeed, multiplying both sides of the first inequality in
(36) bycT P̃−1 from the left and byP̃−1c from the right, we obtain

cT P̃−1c≥ (cT P̃−1c)2β̃2
0/Ũ2

0 ,

or, taking into account (29),̃β2
0 ≤ Ũ2

0/σ2
0(P̃), whereσ0(P̃) is

the maximum of linear functionσ(z) on the new ellipsoid. By
virtue of the second inequality in (36), the new ellipsoid is
nested into that corresponding to matrixP(β̃0). Hence, estimate
Ũ0(P̃) on this ellipsoid is greater thañU0. Then, it follows that
β̃0 ≤ Ũ0(P̃)/σ0(P̃); i.e., condition (33) holds. Note that the ful-
fillment of the first LMI in (36) is equivalent to inscribing the

ellipsoid into the strip between the planesσ(z) = Ũ0/β̃0 and
σ(z) = −Ũ0/β̃0; i.e., inequality (33) holds owing to the increas-
ing of its right-hand side, which, in turn, is achieved by contract-
ing the ellipsoid in the “direction” ofσ.

6 ALGORITHM
Based on the above, we arrive at the following algorithm for

finding the best invariant ellipsoid.
Step 1. Solve the LMI system (19), (26) for the maximum

possibleβ, β = 1, and check whether the scalar inequality (33)
holds. If it holds, the ellipsoid constructed is the desired invariant
ellipsoid for the givenα1.

Step 2. Otherwise, solve the LMI system (26), (34) (with
β1 = 1) for the least possibleβ = β̃0 and check condition (33).
If it holds, find a greater value ofβ in the rangẽβ0 < β < 1 for
which (33) holds (Step 3). Otherwise, go to Step 4.

Step 3 is repeated while the difference of two successive
values ofβ is greater than a given threshold. On each iteration,
we have a current interval(β2,β1) (β2 < β1) that contains the de-
sired optimal value. The iteration consists in selecting an inter-
mediate valueβm∈ (β2,β1) (for example, by bisecting the inter-
val); solving the LMI system (26), (34), and (35); and checking
condition (33). Depending on whether this condition holds or
does not hold, for the next current interval, either(βm, β̃(βm)) or
(β̃(βm),βm), whereβ̃(βm) ∈ (β2,β1), is taken.

Step 4. Invariant ellipsoid is found by solving the LMI sys-
tem (26), (36) forβ = β̃0.

It should be noted that the algorithm finds an invariant el-
lipsoid for not more than three iterations (on Steps 1, or 2, or
4). Several (in practice, two or three) subsequent iterations are
spent for finding an ellipsoid of maximum size for the givenα1.
By virtue of monotonicity of estimatẽβ(β), the iteration process
converges to the optimum value ofβ.

7 NUMERICAL EXAMPLE
For the sake of illustration, the proposed algorithm was ap-

plied to constructing invariant ellipsoids in the problem of sta-
bilizing motion of a wheeled robot along a curvilinear trajec-
tory approximating data of GNSS measurements. The same
robot with the same control law as in [1] (V̄ = 0.2584 rad/s,
L = 2.45 m, ū = 0.2 m−1, and λ = 0.3)2 moving with speed
v = 1.5 m/s was used. The target trajectory was approximated
by a cubic B-spline curve [13]. For the trajectory segment in this
example, one elementary B-spline with the maximum curvature
k̄= 0.105m−1 was used. The derivative of curvature for uniform
B-splines is a piecewise constant function of arc length, which, in
our case, was equal tok′s = 0.016m−2. The admissible deviation
from the trajectory was taken equal toα1 = 0.5 m.

2The values of parameters̄V, L, andū correspond to a wheeled robot created
in the Javad GNSS company [14] on the basis of the “Niva–Chevrolet” car.7

Copyright © 2009 by ASME

Downloaded From: https://proceedings.asmedigitalcollection.asme.org on 06/28/2019 Terms of Use: http://www.asme.org/about-asme/terms-of-use



−0.5 0 0.5
−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

z
1

z 2

Figure 4. Sections of the invariant ellipsoids corresponding to β = 0.25
(dashed line) and β = 0.78 (solid line) by the plane z3 = 0.
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Figure 5. Sections of the invariant ellipsoids corresponding to β = 0.25
(dashed line) and β = 0.78 (solid line) by the plane z2 = 0.

Figures 4–6 show sections of two constructed ellipsoids by
the planesz3 = 0, z2 = 0, andz1 = 0, respectively, and illustrate,
in particular, importance of the problem of finding an optimalβ.
In accordance with the algorithm described in the previous sec-
tion, on Step 1, an ellipsoid corresponding toβ = 1 inscribed into
the approximating cylinder (not shown in the figures) was con-
structed. On this ellipsoid,̃β(1) = 0.62; i.e., condition (33) does
not hold, and, hence, the ellipsoid is not invariant. The ellipsoid
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Figure 6. Sections of the invariant ellipsoids corresponding to β = 0.25
(dashed line) and β = 0.78 (solid line) by the plane z1 = 0.

constructed on Step 2 (forβ = 0.25) satisfies all assumptions of
Theorem 1 and is thus an invariant ellipsoid. In Figs. 4–6, this
ellipsoid is depicted by the dashed line.

The “optimal” invariant ellipsoid obtained on Step 3 of the
algorithm forβ = 0.784is depicted in Figs. 4–6 by the solid line.
It took only two iterations to find this value, with the right-hand
side of inequality (33) being equal tõβ(0.784) = 0.786. As can
be seen, the resulting invariant ellipsoid is considerably bigger
than the first invariant ellipsoid constructed on Step 2.

8 CONCLUSIONS
This work is a sequel to the study on stabilizing motion of a

wheeled robot along a given curvilinear trajectory reported in [1].
Theorem 1 proved in [1] gives us a method for constructing an
ellipsoid depending on two parametersα1 andβ and checking
whether it is invariant. In this paper, an algorithm for construct-
ing the invariant ellipsoids is presented. It is shown how to select
admissible values of the above parameters. The value of parame-
ter α1 (maximum allowed deviation of the robot from the target
trajectory) is assigned by the user based on specific features of
the applied problem being solved. For a given value ofα1, an
admissible value ofβ is found for not more than three iterations
of the algorithm. The problem of finding an optimal value of
β for which volume of the invariant ellipsoid is maximal is also
solved.

The algorithm discussed was tested on a real wheeled ro-
bot created on the basis of the “Niva–Chevrolet” car in the Javad
GNSS company [14]. The current state of the robot was mea-
sured by a receiver working in the carrier phase differential

8
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mode, which ensures centimeter accuracy. The information on
whether the current- position of the robot belongs to the current
invariant ellipsoid was displayed by means of a color (green/red)
indicator to let the operator in the cabin know whether the synthe-
sized control law is capable of stabilizing robot’s motion along
the given target trajectory.
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