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The Discrete Event Control of 
Robotic Assembly Tasks 
A new approach to process modeling, task synthesis, and motion control for robotic 
assembly is presented. Assembly is modeled as a discrete event dynamic system using 
Petri nets, incorporating both discrete and continuous aspects of the process. The 
discrete event modelling facilitates a new, task-level approach to the control of 
robotic assembly. To accomplish a desired trajectory a discrete event controller is 
developed. The controller issues velocity commands that direct the system toward 
the next desired contact state, while maintaining currently desired contacts and 
avoiding unwanted transitions. Experimental results are given for a dual peg-in-the-
hole example. The experimental results not only demonstrate highly successful inser­
tion along the optimal trajectory, but also demonstrate the ability to detect, recognize 
and recover from errors and unwanted situations. 

1 Introduction 
Task level process monitoring and control are keys to improv­

ing the success of robotic assembly. The focus of this paper is 
to present a new approach to the task-level control of robotic 
assembly, treating assembly as a discrete event dynamic system. 
The abstraction to discrete event modelling highlights the neces­
sary transitions for successful assembly. Conditions on the con­
trol action can then be developed which cause the necessary 
transitions to occur. Moreover, the abstraction allows for plan­
ning on a task level rather than the cumbersome process of 
exact trajectory planning. Lastly, a discrete event approach pro­
vides the means to recognize and recover from unwanted situa­
tions. This contingency performance is one of the significant 
advantages to this approach. 

A discrete event system is a dynamic system in which the 
state vector is discrete. Due to the discrete nature of the state 
vector, state changes occur at discrete points in time in response 
to the occurrence of certain events. Typically, discrete event 
dynamic system models arise from certain aspects of manufac­
turing systems and data network protocols. In contrast to these 
applications, this paper presents the discrete event modeling 
and control of robotic assembly tasks. A discrete event in an 
assembly task is defined as a change in the state of contact. 
At this instant, changes in the dynamic equations of motion 
describing the process are significant. As well, the specified 
control commands must be changed to accommodate the change 
in dynamics. The changes in both the dynamics and the control 
of assembly processes precisely at the point when the discrete 
state of contact changes serve as the motivation for the discrete 
event modelling of assembly. 

Various methods have been proposed for the control of as­
sembly processes. Whitney [18] derives quasi-static conditions 
for a successful insertion operations. Mason [7] and Raibert 
and Craig [13] describe a hybrid position/force control for 
various manipulation tasks. Other work has included using force 
feedback as a source of task performance information [5, 3 ] . 
However, unlike most force-feedback applications, the state of 
contact changes during an assembly process. These discrete 
changes in state should be the focal point of the control strategy 
since they indicate the significant changes in the system dynam­
ics. In order to incorporate the state changes, we will model 
assembly as a discrete event dynamic system. 

The difficulty of modelling and designing real-time discrete 
event control systems has long been recognized in the literature. 
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Moreover, there is apparently no unifying theory for the control 
of discrete event systems. Numerous methods have been pro­
posed for the modelUng and analysis of discrete event systems, 
each having different characteristics. Ostroff and Wonham [11] 
provide a powerful and general framework (TTM/RTTL) for 
modelling and analyzing real-time discrete event systems. Hol-
loway and Krogh [4] use cyclic controlled marked graphs 
(CMC's) to model discrete event systems, allowing for the 
synthesis of state feedback logic. Other approaches include for­
mal languages [14, 15], finite state machines [16], and Petri 
nets [12]. Most of this work is concerned with developing and 
proving control-theoretic ideas for specific classes of systems. 

The goal of this paper is to present and demonstrate the 
successful discrete event control of robotic assembly tasks. The 
control system, represented by the block diagram in Fig. 1, is 
a hierarchical configuration consisting of two primary compo­
nents. The first component is required to recognize and monitor 
the process state. In this paper we will use the process monitor 
developed in [9] . This effective and fast process monitor is 
based upon qualitative dynamic process models to detect 
changes in discrete states of assembly. The second component 
is the discrete event controller, which is the focus of this paper. 

In this paper, a discrete event model of the assembly process 
is developed. Currently, only planar processes are considered. 
Once the discrete event model is proposed, a discrete event 
controller, or DEC, is developed. The DEC is a task-level con­
troller that directs the assembly process through a series of 
events to the desired end state. First, a discrete event trajectory, 
or path through the discrete states, is specified [10]. The trajec­
tory specifies the discrete controls which control the discrete 
transitions. The discrete control vector is then mapped into con­
tinuous velocity commands to be sent to the robot arm. The 
execution of these velocity commands causes the system to pass 
through the desired events. The appUcability of the approach 
is demonstrated experimentally. Results are given for both an 
optimal trajectory and for contingency trajectories. That is, the 
system demonstrated the ability to detect, identify and recover 
from unwanted situations. 

2 Discrete Event Modeling 

This section summarizes a new way of describing the discrete 
event nature of robotic assembly using Petri nets which is fully 
described in [10]. Petri nets are a compact mathematical way 
of describing the geometric constraints and the admissible tran­
sitions for an assembly task. Moreover, Petri nets are a useful 
method for describing the indeterministic nature of robotic as­
sembly, by incorporating transitions that are possible given the 

384 / Vol. 117, SEPTEMBER 1995 Transactions of the ASME 

Copyright © 1995 by ASME
Downloaded From: https://dynamicsystems.asmedigitalcollection.asme.org on 06/29/2019 Terms of Use: http://www.asme.org/about-asme/terms-of-use



uncertainties, unknowns and errors in the system. The ability 
to address these unknowns is one of the primary strengths of 
the Petri net modelling method. 

A standard Petri net is composed of four parts [12]: a set of 
places f, a set of transitions ?J, an input function ,9, and an output 
function S. In addition we define a set of discrete controls % 
The input function /I is a mapping from the places to the transi­
tions, while the output function 0 is a mapping from the transi­
tions to the places. The number of discrete controls is identical 
to the number of transitions, and is denoted c. The number of 
places is p. Places can be thought of as conditions of the current 
state that enable the transitions to occur, or fire. Likewise, con­
trols can be thought of as conditions of external inputs that 
enable the transitions to occur. The difference is that places are 
a function of the state of the system, whereas the controls are 
external inputs to the system chosen by the designer. It is im­
portant to note that the controls only allow or prevent a transi­
tion from occurring, they do not force the transition to occur. 

The edges, or vertices, of both the workpiece and the con­
straint are denoted generally as 0. The facets, or surfaces, of 
both the workpiece and the constraint are denoted generally as 
if/. In modelling the assembly process with a Petri net, then, we 
define a place to represent one contact pair (</>, ip); either a 
surface of the workpiece in contact with an edge of the fixture 
or an edge of the workpiece with a surface of the fixture. Essen­
tially, this means that each place represents only one constraint 
equation. Combinations of places can be used to describe cases 
of two-point contact where two constraints are simultaneously 
active. To make the description complete there is also a place 
modelling the condition of no-contact, that is, the null constraint 
equation. 

Consistent with the definition of a place, we define a transi­
tion as the gaining or losing of a single contact pair, or con­
straint. Therefore, the occurrence of a transition is a discrete 
event, or change in contact state. The input function defines the 
places that must be active for a given transition to fire; that is, 
the contact pairs necessary for a given change of contact to 
occur. When the place conditions i'or a given transition are met, 
the transition is said to be place enabled. The output function 
defines the contact pairs resulting from a discrete event. 

The set of discrete controls are defined such that there is one 
control variable for each transition. The controls are binary 
valued, with a "one" indicating that the associated transition 
is enabled, and a "zero" indicating that the transition is dis­
abled. A transition with a control variable of "one" is said to 
be control enabled. A transition that is both place enabled, as 
defined by the input function, and controlled enabled is simply 
referred to as enabled. 

A marking -y of a Petri net is a (p X I) vector assignment 
of tokens to the places of the net, where p indicates the number 
of places; that is, the total number of possible contact pairs. 
Tokens can be thought of residing in the places of the net. A 
token residing in a place indicates that the given edge and 
surface are in contact. That is, the constraint represented by that 
place is currently active. For our purposes here, a place can 
only have either zero or one token. 

The execution of the Petri net is controlled by the discrete 
controls and the distribution of the tokens. If a token exists in 
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Fig. 2 Petri net modei of single peg-in-ttie-hole 

each of the input places to a transition, that transition is said to 
be place enabled. A transition that is both place and control 
enabled may fire. A transition fires by removing the token from 
each of the input places and estabUshing a token in each of the 
output places. Note that a place may be both an input and an 
output of a single transition. The firing of a transition results 
in a next desired marking y^, describing the new state of contact 
represented by the distribution of tokens. By enabling various 
transitions and executing the net, we can direct the system 
through a series of discrete contact changes (events) to the 
desired final state. 

A Petri net can be represented graphically, with a circle O 
representing a place, a bar | representing a transition, a box D 
representing a discrete control, and a bullet • representing a 
token. Directed arcs connect the places and the transitions. An 
arc from a place into a transition represents an input of that 
transition. An arc from a transition to a place represents an 
output of that transition. An arc from a control variable into a 
transition indicates the control for that transition. 

A Petri net model for a limited portion of the assembly pro­
cess is shown in Fig. 2. For this model, the set of places is 
given by 

f=[Po,PuP2,P3,Pi,P5,P6,Pl} (1) 

where the places and their associated contact pairs are 

Po: null pi-.il-e) p^: (2 - e) p^: (2 - f) 

pr.(b-5} p,:ib-6) ps:(c-5) pr. {c - 1) (2) 

Thus, the number of places is p = 8. The set of transitions is 
given by 

9'= \tu h hb\ (3) 

Fig. 1 Block diagram of discrete event control structure 

The number of transitions is c = 26. The set of controls is given 
by 

-R = {bu b^, ..., b^,] (4) 

The marking shown in Fig. 2 is given by a (p X 1) vector: 

y = [0 0 1 0 0 0 0 1]'' (5) 

indicating that the system is in the two point contact case. 

3 Assembly Constraints and Discrete Event Condi­
tions 

As was pointed out earlier, during assembly the state of con­
tact changes. Each contact represents a constraint on the rigid 
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Fig. 5 Discrete event resulting in gain of contact 

body dynamics describing the motion of the manipulator and the 
workpiece. The changes in contact, therefore, result in different 
constraint equations. Changing constraint equations result in a 
varying number of motion degrees of freedom and a varying 
number of equations of motion. Using Petri net modelling, we 
can fully describe all the possible constraint equations resulting 
from the various states of contact with only one matrix equation. 
Additionally, for nominal part locations, we will derive a neces­
sary condition for a discrete event to occur, called the enabling 
condition, and we will derive a sufficient condition for a discrete 
event not to occur, called the disabling condition. 

We define an inertial coordinate system called Frame a, and 
we define Frame b to be attached to the workpiece as shown 
in Fig. 3. The generalized coordinates for planar rigid body 
motion are the x and y position in inertial space and the orienta­
tion a of Frame b in Frame a. The generalized coordinates will 
be expressed as a vector q = \_x, y, aY. 

We denote the position vector from the inertial origin to an 
arbitrary vertex <̂  as d^, as shown in Fig. 4. A surface i/*, on 
the other hand, is represented by the unit normal vector n^ and 
the position vector d^ as shown in the figure. For the sake of 
convenience, we define the normal vector to be an outward 
vector, and the position vector is one of the two vertices that 
bound the surface. 

Let h^^ be the distance between edge 4> and surface i/̂  given 
by 

^^^ = (d* - d^)^n^ (6) 

The contact between the edge and the surface is described sim­
ply by 

n^^ = 0 (7) 

We wish to specify admissible robot velocity commands that 
will satisfy the geometric constraint (7). Note that one of the 
position vectors in (6) defines the motion of the workpiece, 
and can be written as a function of the robot position; d = 
d (q ) . If the surface involved is part of the workpiece, then the 
unit normal vector is also a function of q; n,̂  = n,^(q). Thus, 
to derive admissible velocities that satisfy the geometric con­
straints, we simply differentiate equation (7) . 

Inertial Reference 
Frame 

f y 

surface "V 

Fig. 4 Definition of geometric position 

-f [(d, - d,)^n,] ^ = 0 
di\ dt 

(8) 

Equation (8) describes the velocity vector that allows the sys­
tem to move without violating the constraint. We can rewrite 
equation (8) to yield 

a,q = 0 

where a, is a 1 X 3 row vector given by 

a,- = -— [(d^ - d^)^%] 
dq 

(9) 

(10) 

Note that a, is the velocity coefficient vector describing the 
constraint represented by the place Pi. 

The notion of marking y used in the Petri net modelling will 
allow us to combine all the different constraint equations into 
one matrix equation. First, we define the constraint matrix A to 
incorporate the velocity constraint equations for all the places 
in the Petri net. Thus, A is a (/J X 3) matrix, where p is the 
number of places in the net. Using Eq. (9), A is given by 

ai 
&2 

(11) 

Additionally, the Petri net marking indicates which of the con­
straints are active at a given instance. Therefore, we can describe 
the constraint equations for the entire assembly process with 
only one matrix equation. 

rAq = 0 (12) 

where F = diag{7i, . . . , y^}. Equation (12) gives a compact 
and flexible description of the overall geometric constraints 
encountered during the assembly process modelled by a Petri 
net. The Petri net marking 7 is a type of switch that indicates 
which constraints are active and which are inactive at any given 
point in time. 

In addition to determining motion that maintains a contact, 
it is desired to determine the motion such that the workpiece 
makes the next discrete change. Since we only allow one contact 
to be either lost or gained at any one instant, the next desired 
constraint to become active or inactive can be determined 
uniquely given the next desired marking yj as input. We again 
denote this general constraint with a contact pair as (< ,̂ 41), 
where (̂  is the edge of contact and if/ is the surface of contact. 
We now describe two cases, one for a gain of contact and one 
for a loss of contact. 

Gain of Contact. Since the desired contact is not yet active, 
the current distance between edge 4> and surface i/f is positive 
as shown in Fig. 5. To gain contact, the distance must decrease: 

- [Mq)] = m<o 
at 

The change of marking at place p , , Ay,-, is given by 

(13) 
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Fig. 6 Discrete event resuiting in loss of contact 

Ay, = 1 (14) 

Note that Ay,- is a scalar. 

Loss of Contact. The second case is when the desired tran­
sition results in a loss of contact as shown in Fig. 6. In this 
instance, the distance between the edge and surface of the con­
tact pair must increase. Therefore, 

dt [ V ( q ) ] = a.q > 0 (15) 

The change in marking y, is then 

Ay,. = - 1 (16) 

Combining equations (13) through (16) yields 

Ay,a,q < 0 (17) 

Equation (17) stipulates that any commanded velocity should 
cause the distance between the current position and the desired 
position to decrease. It is our enabling condition. It is a neces­
sary equation for the transition specified by Ay, to fire. 

In addition to determining a condition for a discrete event to 
occur, it is desired to determine a condition for a discrete event 
not to occur. Since (17) is a necessary condition for a transition 
to occur, we can change the inequality sign to determine a 
sufficient condition for a transition not to occur. Hence, our 
disabling condition for a transition specified by Ay, is 

AyyO/q a 0 (18) 

where Ay, is the change in the marking for place pj. That is, 
Ay, = - 1 if the transition results in a loss of the contact pair 
represented by pj, and Ay, = 1 if the transition results in a gain 
of the contact pair represented by pj. 

We will assume that an event trajectory has been specified 
according to the method described in [10]. The discrete controls 
B are easily determined, then, given the desired event trajectory. 
Those transitions that are enabled (17) on the discrete event 
trajectory have discrete control values of one, while all other 
place enabled transitions which are desired not to occur (18) 
have control values of zero. Transitions that are not place en­
abled are immaterial. 

4 Discrete Control to Continuous Velocity Map 
Once the discrete controls have been determined, it is desired 

to calculate the continuous control commands that will direct 
the system to follow the desired discrete event trajectory. The 
continuous control commands are the velocity commands actu­
ally sent to the motors of the robot. Essentially, we want to 
map the discrete control variables B into the continuous control 
variables q. Note, however, that a given B may not have a 
feasible solution. If a map does exist between B and q, it will 
usually be multi-valued. 

4.1 Optimal Velocity Solution. The discrete event trajec­
tory specifies that only one change of contact should occur at 
each stage of the process. This is a reasonable strategy for 

assembly since it is simpler and more robust than attempting 
two contact changes simultaneously. The necessary condition 
on the velocity command for the desired transition f, to occur 
was given earlier by the inequality (17). 

A significant feature of the optimal velocity solution is that 
the discrete event trajectory specifies that all changes of contact 
not on the trajectory are desired not to occur. That is, we wish to 
disable the otiier transitions. For a single transition, the disabling 
condition is given by the inequality (18), which is a sufficient 
condition to disable a transition, that is, for a transition not to 
occur. Thus, the conditions to disable a set of transitions re­
sulting in Ayj * Ay, is given by 

A y , a , q a O Vj * i (19) 

Equations (17) and (19) describe a set of inequality constraints 
on the continuous control vector q. If these constraints are met, 
the specified velocity command will effect the desired discrete 
event, that is, the desired change of contact state will occur. 

The problem has now been reduced to solving a set of simul­
taneous Unear inequalities (17) and (19). The solution to these 
simultaneous inequalities may not be unique. Therefore, we 
would like to determine a single, optimal solution. An optimal 
continuous control command that satisfies the inequality con­
straints can be determined by solving a linear optimization prob­
lem with linear constraints in the command velocities. The per­
formance function to be optimized is selected to increase the 
reliability and robustness of the solution. In this case, we will 
adopt the Max-Min strategy, that is, maximize the minimum 
distance to each of the constraint equations given by inequalities 
(17) and (19). 

J = max [min a,q] (20) 

where eA is the set of indices included in all the inequalities of 
(17) and (19), and (a^q) is the distance between the velocity 
command given by q and the constraint a,. Equation (20) is 
maximum at a point that is farthest from all the constraints, 
thus giving as large a margin for error as possible. Note that 
the constraint inequalities all go through the origin. Thus, the 
extreme solution will be unbounded. Since we are only con­
cerned with the direction of the velocity commands and not the 
magnitude, we will require an additional condition to provide 
an upper bound on the cost function. The condition 

x"- + f + (laf = I (21) 

is imposed to limit the magnitude of the velocity vector, where 
/ is the distance from the point of contact to the origin of Frame 
b , the point where the rotational velocity command is appUed 
as shown in Fig. 3. Thus, we have translated the rotational 
velocity a into a tangential velocity /d for a consistent optimiza­
tion process. Figure 7 gives a graphic depiction of the optimiza-

Constraint a. 
y-velocity 11 

max [ min (aifl, aat])] 

Fig. 7 Grapliic description of tlie nonlinear optimization problem 
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Table 1 System parameters for example calculations 

Parameter Value 

X 

y 
a 
ri 

2.0 cm 
2.0 cm 

lOdeg 
1.0 cm 
1.5 cm 

tion routine (2-dimensional; no rotation). Hence, the maximum 
of Eq. (20) subject to the inequality conditions of Eqs. (17) 
and (19) gives us the continuous velocity control commands 
that satisfy the discrete event control commands. Note that since 
a, is dependent upon the position and orientation of the work-
piece, an optimization is required at various values of q. Satis­
fying the discrete event control commands means that we have 
successfully determined the commands necessary to effect the 
desired trajectory in event space to complete the assembly task. 

The problem as posed may not have a feasible solution. Best 
and Ritter [2] give a simple means to determine if a feasible 
solution exists. If a feasible solution does not exist, at least 
one of the constraint equations must be relaxed or removed. 
Removing a constraint equation no longer guarantees that the 
desired event will occur since other transitions are enabled. A 
situation with an infeasible solution can arise because the Petri 
net is an indeterministic model of the assembly task. Ranges of 
uncertainties and tolerancing errors may be too large to guaran­
tee that a desired change of contact will occur. Additionally, 
Eq. (17) is only a necessary and not a sufficient condition for 
a transition to occur. The following example gives one case 
where the initially posed problem is infeasible. 

4.2 Example of Discrete to Continuous Control Map. 
In this section we will determine the discrete controls and con­
tinuous velocity commands necessary for the path shown in 
Fig. 8. For the example given here we will only consider the 
transitions that are place enabled. The system parameters used 
for the calculations are given in Table 1. 

The desired event trajectory requires the firing of three transi­
tions, (tu, t\9, hs), as specified by the Petri net model. That is, 
three discrete changes of contact have to occur. Let us consider 
these events one at a time. 

Event 1: Transition tu- To fire transition tu, we need to 
have the transition control enabled, bn = 1,. Additionally, we 
would like to maintain the current contact, place 1. Transition 
t2 is a loss of the contact represented by place 1; as such ^2 = 
0. Lastly, we would like to insure that no other place enabled 
transitions occur. According to the Petri net model, the two 
place enabled transitions are t^ to place 4, and transition tn to 
place 5. Thus, b^ = 0 and bu = 0. Using equation (17) for bn 
and using equation (19) for ^2. 1̂2 and by^, the following four 
inequalities define the velocity commands for event 1. 

a2q: [cos (a ) sin ( a ) -A: sin (a ) + y cos ( a ) ] q 

< 0 (22) 

aiq: [0 1 r, cos ( a ) - 2r2 sin («)]<[ a 0 (23) 

a4q: [—sin ( a ) cos ( a ) —x cos ( a ) - y sin (Q:)]q s 0 

(24) 

asq: [0 1 - r , cos ( a ) - 2̂ 2 sin ( a ) ] q a 0 (25) 

Using a simplex method of optimization and the values given 
in Table 1 the following equation was solved. 

The optimal velocity vector with which event 1 will occur is 

[X, y, laY = [-0.9988, -0.0210, -0.0453] ' ' (27) 

This command causes the workpiece to move toward the hole 
in a negative jc-direction, with a slight rotation in the counter­
clockwise direction. Because of the slight negative rotation, an 
upward motion in the negative y-direction is required to main­
tain contact with the surface. 

Event 2: Transition tig. For event 2 we wish to maintain 
the contact represented by place 2, while losing the contact 
represented by place 1. Clearly, to effect transition t\<) we require 
bx% = 1. According to the Petri net model, the only other place 
enabled transition is t2o, which would result in a loss of the 
contact represented by place 2; thus &20 = 0. Applying (17) for 
&19 and (19) for 2̂0 we derive two inequalities for event 2. 

a,q: [0 - 1 - r , cos (a)-t-2r2 sin ( a ) ] q < 0 (28) 

a2q: [cos ( a ) sin (a ) ~x sin ( a ) + y cos (a ) ]q ^ 0 

(29) 

(30) 

The maximum solution to equation (20) with this set of inequal­
ities is, again using the simplex method and the parameters 
given in Table 1, 

[x, y, laV = [0.0456, 0.99, -0 .1335] ' (31) 

This velocity vector has the x, y and a velocities in the proper 
ratio to maintain the contact (1-e), while losing the contact (b-
5). Essentially, this results in the workpiece going downward 
in the positive y-direction as fast as possible, which then results 
in a positive .t-velocity and a negative a-velocity to maintain 
the desired contact. 

Event 3: Transition tjs. We wish to complete the insertion 
through the occurrence of event 3. Event 3 requires transition 
f,5 to fire, therefore ^15= 1. The Petri net model shows us that 
four other transitions are place enabled. In order to disable these 
by the discrete controls, we require b4 = b,4 = bie = bn = 0. 
The inequalities for this situation are 

aaq: [1 0 - r i sin (a ) - 2r2 cos ( a ) ] q < 0 (32) 

82^: [cos ( a ) sin (a) ~x sin ( a ) -I- y cos ( a ) ]q a 0 

(33) 

aiq: [0 1 -n . cos (a ) + 2/-2 sin (a ) ]q a 0 (34) 

a6q: [—sin (a) cos (a) -x cos ( a ) - y sin ( a ) ] q ^ 0 
(35) 

a7q: [1 0 r, sin (a ) - 2r2 cos ( a ) ]q a: 0 (36) 

Due to a conflict between inequaUties (34) and (35), there 
is no feasible solution to the set of inequalities as posed. The 
reason for this conflict lies in the information that is known 
about the geometry of the system. Since we have assumed lim­
ited knowledge, we were forced to use inequalities as necessary 
conditions for a transition to occur or as sufficient conditions 
for a transition not to occur. Thus, we have taken a conservative 
approach to the transition represented by (35). Unfortunately, 

% f -^f # r ^ f 
(b-5) (b-5) 

(1-e) 
(1-e) (1-e) 

{b-6) 

J = max [min (-a2q, aiq, a4q, asq)] (26) 
Fig. 8 Event trajectory of example velocity calculation 
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Fig. 9 Geometric model of dual peg-in-thie-lioie insertion for experiments 

stating the problem in this manner does not allow for a feasible 
solution. One of the two inequality conditions must be removed. 
Since (34) is required for the workpiece to slide into the hole 
instead of out of the hole, (35) must be removed. 

With (35) removed, the solution to (20) is given by the 
following velocity vector. 

[X, y, laV =̂  [-0.2546, 0.9329, 0.2549]' (37) 

This solution effectively rotates the peg into position while 
maintaining the desired contact. Note that this solution does not 
guarantee that the system will not transit tn resulting in a mark­
ing of places 2 and 7, rather than the desired transition fis 
resulting in a marking of places 2 and 3 (see Fig. 2). 

The actual continuous trajectory to be followed by the work-
piece can be determined by integrating the optimal velocity for 
each configuration q. This is to be done for events 1 through 3. 

5 Implementation and Experiments 
In an effort to demonstrate the feasibility of the discrete event 

control portion of the assembly system, a dual peg-in-the-hole 
insertion was conducted. A dual peg problem was selected to 
effectively demonstrate the method since a dual peg problem 
has significantly more potential contact states than a single peg 
problem. The task-level model of the system is shown in Figure 
9. Initially, a simple event trajectory was chosen through states 
0-1-2-3. 

A four degree-of-freedom cartesian robot was used. However, 
the motion was kept planar with only two translations and one 
rotation being used. Correspondingly, only two forces and one 
moment were sampled for discrete event recognition [9] . The 
force data was taken using a six-axis foil strain gage sensor. A 
Dell 325 computer was used for robot control and data acquisi­
tion and analysis. The two forces and one moment signals were 
sampled at 300 Hz. The top speed of the robot was 80 cm/sec. 
The workpiece, which was an aluminum casing with uncham-
fered legs, was mated with a rigid aluminum environment with 
unchamfered holes. The clearance was 0.8 mm. The initial posi­
tion and orientation of the workpiece relative to the constraint 
geometry is shown in Fig. 10. 

The workpiece data use for the calculations of velocities is 
given in Table 2. The transitions and contacts that are significant 
are given in Table 3. Note that although only a limited portion 
of transitions are given, the full set of transitions were consid­
ered when the experiments were conducted. 

5.1 Optimal Velocity Solution. For the first transition 0-
1, the best solution to avoid unwanted transitions is solely ay-
velocity. 

(38) 

For the second transition, however, we wish to avoid the transi­
tions that result in any of the following contact pairs 

X 

V 
a 

= 
0.1* 
1.0 
0.0 

(a-10)(e-3) 
(a-10)(b-10) 
no contact 

Thus, the optimal velocity commands are 

X 

V 
a 

= 
0.9935 

-0.0737 
0.0865 

(39) 

The sUght rotation in the counter-clockwise direction better 
insures that transitions t^ and U do not occur; while the relation­
ship among the three velocities maintains contact insuring that 
contact pair (a-10) is not lost. Lastly, the predominant velocity 
in the j:-direction causes the desired transition ts (gain of contact 
(e-2)) to occur so that the system ends up in contact state 2. 

Fig. 10 Initial configuration of workpiece 
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Table 2 
ment 

Workpiece data for dual peg-in-the-hole experi-

'•3 

a 

1.14 cm 
2.40 cm 
9.72 cm 
10-40° 

Table 3 Discrete event transitions for dual peg-in-the-hole 
experiment 

Transition 

t, 
ti 

h 
U 
h 
k 
h 
k 
h 
ho 
tu 
Ui 
tu 
t]4 

fl5 

tl6 

tn 

From contact state 

no contact 
(a-10) 
(a-10) 
(a-10) 
(a-10) 
(a-10) (e-2) 
(e-2) • 
(e-2) 
(e-2) (f-3) 
(e-2) (f-3) (b-12) 
(e-2) 
(e-2) 
(e-2) 
(e-2) (b-12) 
(e-2) (b-12) 
(e-2) (b-12) (h-7) 
(e-2) (b-12) (h-7) (d-15) 

To contact state 

(a-10) 
no contact 
(a-10) (e-3) 
(a-10) (b-10) 
(a-10) (e-2) 
(e-2) 
(e-2) (a-10) 
(e-2) (f-3) 
(e-2) (f-3) (b-12) 
(e-2) (b-12) 
(e-2) (h-7) 
(e-2) (b-12) 
(e-2) (d-15) 
(e-2) (b-12) (h-7) 
(e-2) (b-12) (d-15) 
(e-2) (b-12) (h-7) (d-15) 
(e-2) (b-12) (d-15) 

For the third transition 2-3, there are several unwanted contact 
pairs. 

k 
tn 
tn 
fl3 

h 

(f-3) 
(h-7) 
(b-12) 
(d-15) 
(a-10) 

However, an initial attempt at solving the optimization will 
show that there is no feasible solution with the constraints as 
posed. This situation arises from the conservative approach to 
the robustness of the solution. The conditions used to derive 
the mathematical constraints are based on a sufficient condition 

X 

y 
a 

= 
0.4113 
0.7153 

- 0 . 5 6 3 7 

for a transition not to occur, the so-called disabling condition 
(18). Examination of the constraint values at the best solution 
shows a conflict with transition f 11. Thus, for a feasible solution 
to be found, transition tn should be removed since it is the 
only one not satisfied. With transition tu removed, the optimal 
velocity vector is 

(40) 

The significant feature of this velocity vector is the relatively 
large rotation component which causes the system to avoid most 
transitions bar the one that was removed from the optimization. 
Note also that the relationship among the velocities maintains 
the desired state of contact. 

Samples of the resulting force profile and contact state recog­
nition are given in Fig. 11 and Fig. 12. Figure 11 shows the 
results at a speed of 37 cm/s, while Fig. 12 shows the results 
at a speed of 64 cm/s. The optimal velocity vector proved to 
be successful for all transitions within the optimal discrete event 
trajectory. It also proved to be successful at both fast and slow 
speeds. 

5.2 Contingency Performance and Error Recovery. To 
test the error recovery and contingency capabilities of the Petri 
net approach, a dual peg-in-the-hole experiment was again con­
ducted. The desired optimal trajectory was as given in Fig. 
9. The third transition of the optimal trajectory could not be 
guaranteed because the constraint associated with transition t,, 
was not satisfied. The velocity commands were determined as­
suming a relative angle of 30 deg, the same as in Section 5.1. 
However, the actual orientation has an allowed error. To test 
the error recovery capability, the system was run at several 
angles to cause an unwanted situation to occur. The optimal 
velocity commands were calculated and stored for the possible 
contact states not on the optimal event trajectory in accordance 
with the method described in Section 5.1. 

The contingency experiments proved to be highly successful 
at all speeds. The velocity commands were determined using a 
relative angle of 30 deg. Relative angles of between 20 and 45 
deg were tested resulting in different event trajectories. In each 
of the cases, the system was able to recognize the undesired 
state transition and to send the velocity commands that allowed 

Contact States 

\iK' 

VJ\ 

Time (saconda) 

Fig. 11 Force profile and contact state recognition for dual peg-in-the-hole insertion using optimal velocity vector—slow speed (37 cm/s) 
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Contact States 

Time (seconds) 

Fig. 12 Force profile and contact state recognition for dual peg-in-the-hole insertion using optimal velocity vector—fast speed (64 cm/s) 

the system to recover from the misalignment. Figure 13 shows 
the force profile and contact states for a relative angle of 30 
deg, which was the angle used to determine the optimal velocity 
commands. Note that the insertion was successful along the 
optimal trajectory. By contrast, Fig. 14 shows the force profile 
and contact states for a relative angle of 45 deg. In this case, 
the optimal velocity commands were not sufficient to avoid 
contact state 4. Once contact state 4 was reached, new optimal 
velocity commands were issued for the event trajectory 4-5-3. 
Again, however, due to the previous errors, the last transition 
was not successful. Instead, contact state 6 was reached. The 
system was again reconfigured such that the new event trajec­
tory was 6-7-3. New velocity commands were calculated and 
issued which finally resulted in the successful insertion. 

Another set of contingency experiments was run for the case 
where a misalignment occurs due to error in the robot position. 
Although the planned trajectory included state 1, the misalign­
ment caused the system to go directly from state 0 to state 2. 
Again, the system proved to be highly successful at several 

speeds. Figure 15 shows the force profile with the contact state 
for this contingency situation run at a speed of 48 cmJs. Note 
that state 1 is not identified. Also, due to the initial misalign­
ment, the optimal velocities were not successful. However, the 
contingency capabilities of the network were successful and 
proved to be robust. 

The discrete event control approach to robotic assembly 
proved to be highly successful in detecting and recovering from 
undesirable contact states resulting from misalignment or mis­
match between the model and the actual system. The system 
was able to recover from several situations of mismatch at 
several speeds. The ability of this system to recover from an 
otherwise damaging situation demonstrates a high level of per­
formance and robustness for robotic assembly. It is one of the 
most important advantages of this method and significantly ad­
vances the state of the art in robotic assembly. 

6 Limitations of the Approach 
As with any system, certain limitations exist. The system 

proved to be very successful for robotic assembly. However, 

2 -1 

N 0 -

-2 -
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•6 -
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Fig. 13 Force profile and contact state recognition for contingency experiments—relative angle: 30 deg 
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Contact Slates Q 

Time (seconds) 

Fig. 14 Force profile and contact state recognition for contingency experiments—relative angle: 45 deg 

Contact Stales 

Time (aeconds) 

Fig. 15 Force profile and contact state recognition for contingency experiments—robot misaiignment 

there is a limitation within which application of the discrete 
event method is appropriate. The primary limitation to the dis­
crete event control approach is the required processing. Since 
the constraints are functions of the state variables, the velocities 
need to be recalculated as the system moves. At very high 
speeds, the processing time required to recognize changes in 
state and to calculate and send the appropriate velocity com­
mands is too long. The result is that the monitor will detect a 
change of state, and in the mean time, the system has transferred 
into another discrete state. The end product is a misaligned part. 
This situation was encountered at only the highest speeds of 
the robot 75 cm/s, where other factors, such as vibration, also 
played a part. 

There are two solutions to this issue. The first is to run the 
system within the processing capabilities of the computer. If 
the highest speeds attainable are not acceptable, a more power­
ful computer should be used. The second approach is to mini­
mize the amount of processing required. The velocity com­
mands for most of the discrete states of contact can be deter­
mined off line and stored in memory. The process recognition 
can be streamlined with only the transition recognition imple­
mented. 

Note that problems with the discrete event controller were 
very rare. Problems only arose at the very highest of speeds. 
Often the problems were associated with the vibrations of the 
system or with the moving of the constraint geometry under 
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the high impact forces. Even so, ill results did not occur fre­
quently. Also, the system was easily restored by lowering the 
speed slightly to, say, 70 cm/s. 

7 Conclusions 

This paper presented a highly effective and robust approach 
to the control of robotic assembly. This new method modelled 
assembly as a discrete event system, where a discrete event was 
defined as a change in the discrete state of contact. Petri nets 
were used to highlight the key components of the control synthe­
sis problem. Based on the specified discrete event trajectory, 
discrete control variables were derived. Each discrete control 
variable either enables or disables a discrete event. Using the 
discrete controls and the constraints that they represent, a set 
of simultaneous inequalities was derived. The solution of this 
set of inequalities is a velocity vector that will effect the desired 
discrete event. The solution of the inequalities was accom­
plished using the simplex method of nonlinear programming. 
The combination of the optimal trajectory, the optimal velocity 
commands and the Petri net model of assembly proved to be 
effective in recognizing and recovering from unplanned situa­
tions, showing a robustness to the method. This paper, in con­
junction with [10], significantly advance the state of the art in 
robotic assembly. 

In an effort to address some of the performance and ro­
bustness issues associated with a model-based approach to ro­
botic assembly, extensive experimentation was conducted. The 
goal of the experimentation was first to prove the feasibility 
of both the dynamic model-based process monitoring and the 
discrete event control of robotic assembly. This was accom­
plished by monitoring a complicated trajectory and by com­
manding an optimal event trajectory. The discrete event control 
proved highly successful with a three-event trajectory executed 
in a very short time, 0.2 seconds. 

The second goal of the experimentation was to show some 
of the performance and robustness characteristics of the overall 
robotic assembly system. The second goal was met by demon­
strating the ability of the Petri net approach to successfully 
handle unexpected and undesired situations through contin­
gency calculations. It was demonstrated that the system will 
recover from a mismatch between the model and the real com­
ponents. It was also demonstrated that the system will recover 
when a sub-optimal trajectory is encountered due to positioning 
errors or errors in the velocity commands. 

The last goal of the experimentation was to determine some 
of the limitations of the discrete event approach to assembly. 
It was discovered that a performance limitation exists. The dis­

crete event control had difficulty at very high speeds because 
of the processing time required. A high speed limitation of 75 
cm/s is required due to the processing time required by the 
discrete event controller. 
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