
  

  

Abstract—The cluster space state representation for multi-
robot systems provides a simple means of specifying and 
monitoring the geometry and motion characteristics of a 
cluster of mobile robots.  In previous work, this approach has 
been experimentally verified and validated for controlling the 
motion of mobile multi-robot systems ranging from land rovers 
to autonomous boats.  In this paper we introduce a compact 
collision avoidance algorithm that operates at the level of the 
cluster, leading to coordinated translational and rotational 
motions that allow obstacles to be avoided while maintaining 
the relative geometry of the cluster.  This paper formulates the 
potential-field based obstacle avoidance algorithm, describes its 
integration within the cluster space control architecture, and 
presents successful experimental results of its application to 
two simple, diverse multi-robot testbeds. 

I. INTRODUCTION 
n the vision of multi-robot systems, application-specific 
performance is improved through the ability of multiple 

robots to provide redundancy, increase coverage or 
throughput, enable flexible reconfiguration, and/or provide 
spatially diverse functionality [1].   For mobile systems, one 
of the key technical considerations in enabling this vision is 
the technique used to coordinate the motions of the 
individual vehicles.  Because of the physical distribution of 
components and the potential for limited information 
exchange, decentralized control approaches hold great 
promise [2]-[4].  Behavioral, biologically-inspired, 
optimization-based, and potential field techniques have been 
demonstrated with great success [5]-[14]. 

Centralized approaches exploiting global information 
have been successfully demonstrated [15], [16] but suffer 
from limited scalability and the need for global information.  
There are, however, a number of applications where a small 
number of local, cooperating robots can bring enormous 
value, such as material transport, regional synoptic 
sampling, and sensing techniques where the active stimulus 
and the signal reception are spatially distributed [17]-[19].  
The multi-robot motion control strategy discussed in this 
paper, cluster space control, is currently being implemented 
via a centralized controller with global information given the 
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applications under development, although decentralized 
implementations are possible.  

For all of these strategies, avoiding collisions with 
obstacles and with other members of the formation is 
critical.  For cases where the environment is well known and 
predictable, a priori path planning may be used.  For more 
dynamic environments, typical strategies include both 
discrete and continuous approach.  Discrete strategies 
typically involve the encoding of collision avoidance 
behaviors in IF-THEN production rule constructs, 
implemented in a broader reasoning architecture that 
balances this behavior with others [20]-[22].  One of the 
primary continuous strategies, used for both mobile robots 
as well as serial manipulators, is the use of potential fields 
for establishing avoidance forces or velocity set-points [23]-
[25]; many enhancements to this approach have been 
proposed to address inherent drawbacks of this strategy 
[26]-[31].  Previous efforts at incorporating collision 
avoidance into multi-robot formation control systems have 
generally relied on superimposing a robot’s formation 
control and/or destination-seeking commands with potential 
field-based avoidance functions applied to any nearby 
obstacles, which may include other members of the 
formation [5], [32]-[37].  While this approach ensures 
collision-free motion, it often leads to transient disturbances 
in controlling the shape of the formation.  When maintaining 
formation shape is critical, the avoidance function may be 
applied to the virtual body, such as in [38], where a virtual 
perimeter is established about the formation and upon which 
collision avoidance forces may act; this approach uses a 
centralized formation controller that explicitly considers 
formation variables. 

In this paper, we propose a novel, compact collision 
avoidance algorithm that operates at the level of the multi-
robot cluster, and which induces both translational and 
rotational motions that allow obstacles to be avoided while 
maintaining the relative geometry of the cluster.  In contrast 
to [38], this is done without designating a perimeter and can 
allow, for example, a cluster to maneuver through an 
obstacle field with obstacles “breaking ranks” of the 
formation.  In general, we envision that such a technique 
would be combined with other approaches, such as a priori 
trajectory planning and robot-level collision avoidance, to 
provide a comprehensive collision avoidance strategy. 

II. CLUSTER SPACE SPECIFICATION AND CONTROL  
As presented in [39], the motivation of the cluster space 

approach is to promote the simple specification and 
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monitoring of the motion of a mobile multi-robot system.  
To date, this work has focused on systems in which each 
robot is capable of closed-loop velocity control, a level of 
functionality typically built into a variety of commercially 
available robotic platforms. 

A. Cluster Space Control 
The cluster space control strategy conceptualizes the n-

robot system as a single entity, a cluster, and desired 
motions are specified as a function of cluster attributes, such 
as position, orientation, and geometry.  These attributes 
guide the selection of a set of independent system state 
variables suitable for specification, control, and monitoring.  
These state variables form the system’s cluster space. 

Cluster space state variables may be related to robot-
specific state variables through a formal set of kinematic 
transforms.  These transforms allow cluster commands to be 
converted to robot-specific commands, and for sensed robot-
specific state data to be converted to cluster space state data.   

 

 
Figure 1 – Cluster Space Control Architecture for an n-Robot System.  

 
With the formal kinematics defined, we compose a system 

controller in which desired motions are specified and control 
compensations are computed in the cluster space.  These 
compensation commands are transformed to robot space 
through the inverse Jacobian relationship.  The resulting 
individual velocity commands are then provided to each of 
the robots, which, in turn, use their on-board closed-loop 
velocity control functionality to achieve this command.  If 
robot space variables are sensed, they are transformed to the 
cluster space through the use of forward kinematic 
relationships in order to support control computations.  Fig. 
1 depicts a general inverse Jacobian control architecture of 
this type.  Desired cluster space motions may be provided as 
regulation inputs, by a trajectory generator, by a realtime 
pilot, or by a higher-level application-specific controller.  
The dotted lines/boxes denote the addition of our new 
collision avoidance law, which is described in Section 3.  
We note that the Jacobian and inverse Jacobian matrices are 
functions of the cluster’s pose and therefore must be updated 
at an appropriate rate. 

We have successfully used this control approach to 
demonstrate cluster-space-based versions of regulated 
motion [40], automated trajectory control [41]-[42], human-

in-the-loop piloting [43]-[44], and partitioned model-based 
control [45].  This work has included experiments with 2-, 
3- and 4-robot planar land rover clusters [46]-[48], with 2- 
and 3- surface vessel systems [49], with 2- and 3-blimp 
aerial systems [50], [51], for robots that are both holonomic 
and non-holonomic, and for target applications such as 
escorting and patrolling [49], [52].   

B. Two Robot Cluster Space Formulation 
For the purposes of this paper, we consider a simple, 

planar, two-robot system, which we will use to demonstrate 
our proposed collision avoidance strategy.  The conventional 
description of the pose of the two-robot system in Fig. 2 
typically takes the form of: 

 
TG yyxxR ),,,,,( 212121 θθ=

r
 (1) 

 
where the variables ),,( iii yx θ  specify the pose for rover i 
with respect to the global frame, {G}.  We consider this a 
“robot-space” description of system pose. 

 
Figure 2 – Pose reference frames for the planar 2-robot system.  Positive 
angular directions are as noted in the figure. 

 
Alternatively, the selected cluster-space pose vector is: 
 

T
ccc dyxC ),,,,,( 21 φφθ=

r
 (2) 

 
where ),,( ccc yx θ  specifies the pose of frame {C} with 
respect to frame {G}, the iφ  angles specify the yaw 
orientations of each rover with respect to {C}, and 
d specifies half of the  separation distance between the two 
rovers.  In this example, we have selected to locate the {C} 
frame at the center of the cluster; however, we note that the 
cluster space method does not require this. 

The mathematical relationships for the forward position 
kinematics and the inverse velocity kinematics, which are 
used in the servo loop of the inverse Jacobian controller 
shown in Fig. 1, are summarized in the appendix.  For the 
experiments presented in this paper, velocity feedback was 
not used. 
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III. CLUSTER SPACE COLLISION AVOIDANCE 
Our proposed cluster avoidance policy includes a 

repulsive translational velocity and an optional angular 
velocity component that adds a level of rotational 
maneuverability that we have found useful in relatively 
dense obstacle fields (e.g. when the obstacles are spaced on 
the order of the spacing within the robot cluster).  To 
illustrate the formulation of our policy, consider an n-robot 
cluster in the presence of m arbitrarily placed obstacles.   

 
Figure 3 – An n-robot cluster in the presence of m obstacles. 
 

Referring to Fig. 3, we develop the collision avoidance 
policy by first considering a conventionally-defined 
repulsive velocity contribution for robot i due to obstacle j 
of the form [24]-[25]: 
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where Pi
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r
is the position vector from robot i to obstacle j, 

jOK is a gain associated with obstacle j, and r is greater than 

or equal to one to ensure a greater repulsive effect for closer 
objects and with its exact value selected to provide the 
desired amount of field decay.   

 The total repulsive velocity for robot i due to all 
obstacles is: 
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As our cluster-level collision avoidance policy, we define 

the translational repulsive velocity for the cluster to be the 
sum of all of the individual robot repulsive velocities.  The 
cluster’s angular repulsive velocity, which in practice we 
have used optionally, is specified as the sum of the first 
moments of each robot’s net repulsive velocity about the 
cluster’s centroid: 
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where PC
Ri

r
 is the position vector from the cluster’s centroid 

to robot i.   
The dotted elements in Fig. 1 show how this cluster space 

collision avoidance policy is integrated with the cluster 
space controller.  Collision avoidance velocity requirements 
are summed with velocity commands from the cluster space 
controller, and the net cluster space velocity vector is 
transformed to robot space via the inverse Jacobian. 

As this work represents preliminary exploration of the 
incorporation of collision avoidance policies within the 
cluster space control framework, several simplifications 
have been made.  First, the obstacle’s repulsive field extends 
to infinity; practical application would use a modified 
function that is zero outside of a predetermined detection 
region [53]-[54].  Second, local minima, singular 
configurations, and deadlocks, which are common 
drawbacks of potential field-based approaches [26], are 
certainly possible with the current policy; such issues could 
ultimately be addressed through techniques such as varying 
the shape of the avoidance region or adding dithering or 
circulatory fields around the obstacles [27]-[31], [35].  
Third, the current approach explores cluster level collision 
avoidance without robot level avoidance capabilities; such 
robot level behavior is ultimately desired in order to ensure 
vehicle-level safety [35].  Fourth, computational complexity 
in the current implementation limits scalability of the 
technique as implemented in the work described in this 
paper; ongoing work in this area includes decentralized 
implementations of the cluster space technique, exploration 
of multi-rate controllers, and computing avoidance functions 
only for the “exterior” robots in a cluster.  Fifth, kinematic 
redundancy within the mobile robot cluster has yet to be 
explored as a means of achieving optimal motion; as an 
example of this, note that a two robot cluster could possibly 
avoid a collision be either translating or rotating in such a 
manner as to avoid an obstacle.  Finally, the work presented 
here is offered without proof of stability; such a proof is 
being prepared for publication in a separate venue.  

IV. EXPERIMENTAL RESULTS 
To explore and demonstrate the proposed cluster space 

collision avoidance technique, we have experimentally 
implemented it in two simple, diverse two-robot systems.  
This section summarizes the characteristics of each system 
and presents selected experimental results. 

A. Differential Drive Two-Robot Results 
Our first set of experiments was performed using two 

differential drive robots that operated outdoors with cluster 
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separations on the order of 5-30 meters and within a sparse 
obstacle field.  The optional angular component of the 
collision avoidance policy was not used for these 
experiments.  Due to the non-holonomic constraints of this 
system, only four cluster degrees of freedom are 
independently specified by the operator; robot heading for 
both vehicles are determined automatically. 

1) Testbed Description 
This testbed consisted of two commercially-available 

differential drive chasses with custom sensing, 
communication, and control equipment as well as an off-
board control computer for human interfacing and control 
computation, as depicted in Fig. 4a [42], [44], [55], [56].   
Each chassis is an ActivMedia Robotics Amigobot with 
eight body-mounted sonar around its circumference.  The 
robots are capable of closed loop velocity control through 
the use of wheel encoders and a Renesas SH7144-based 
microcontroller.   

On top of each robot is mounted a student-integrated 
equipment suite that includes a WAAS-enabled Garmin 18 
GPS receiver, a Devantech CMPS03 digital compass, and a 
Maxstream 9Xstream™ 900 MHz serial radiomodem used for 
wireless communication with an off-board controller.  A 
modular network of BasicX-24 microcontrollers is used for 
component interfacing and data handling.  These 
microcontrollers collect, filter, and process sensor data, send 
sensor data to an off-board control computer, and route 
robot velocity commands supplied by the off-board control 
computer from the radiomodem to the robot chassis 
microcontroller. 

 

         
             (a)                                            (b) 
 
Figure 4 – Experimental Testbed.  (a) Two of these differential drive 
vehicles were used for the experiments described in Section IV.A; (b) These 
omnidrive vehicles were used for the experiments described in Section 
IV.B. 
 

The off-board control computer is a Pentium IV-class 
personal computer that runs a graphical user interface (GUI) 
allowing a human operator to specify robot or cluster-level 
directives and to monitor activity.  The computer executes a 
compiled Matlab-generated control program that ingests 
sensor data from the GUI, performs the desired control 
computation, and returns new velocity set-points to be sent 
to each robot.  The controller executes at approximately 3 
Hz and uses a value of r = 1 for the obstacle avoidance 
policy. 

 
(a) Overhead view of cluster motion 
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(b) Cluster heading (θc) time history 
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(c) Cluster size (d) time history 

 
Figure 5 – Experimental Results. (a) The two robots move in a 
coordinated fashion in order to avoid the obstacle (shown in yellow).  (b) 
They maintain cluster heading to within +/- 4 degrees. (c) They maintain 
separation distance to within +/- 0.5 meters. 
 

2) Experimental Results 
A variety of collision avoidance experiments have been 

conducted using this two-robot testbed, to include 
integration with velocity regulating, trajectory following, 
and pilot-in-the-loop controllers.  As a simple example, we 
show here results when the two robots have been 
commanded to drive North at 10 m/min with a separation of 
12 m and a cluster heading of 0 degrees.  A single obstacle 
(a large piece of cardboard about 2 m in length) was placed 
in the path of the cluster.  Obstacle sensing was performed 
by the sonar on board the robots. 

 Fig. 5 shows the results of this test [55].  In (a) an 
overhead view of the resulting cluster motion is shown, and 
in (b) the time histories of several key cluster variables are 
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provided.  As is seen, the cluster successfully avoids the 
obstacle while maintaining control of its cluster parameters.  
Performance was limited by the accuracies of the GPS and 
compass components (specified to +/- 3 m and +/- 5 deg, 
respectively) and by the use of manually tuned proportional-
only controllers. 

B. Omniwheel Two-Robot Results 
Our second set of experiments was performed using two 

holonomic, omniwheel drive robots that operated indoors 
with cluster separations on the order of 0.5-2 meters and 
multiple, tightly-space obstacles.  The optional angular 
component of the collision avoidance policy was used for 
these experiments. 

1) Testbed Description 
This testbed consisted of two custom, student-developed 
omniwheel chasses with custom sensing, communication, 
and control equipment as well as an off-board control 
computer for human interfacing and control computation, as 
depicted in Fig. 4b [57], [58].   The robots are capable of 
closed loop velocity control through the use of wheel 
encoders and industrial PID controllers.  An Atmel 
ATMEGA128-based microcontroller serves as the on-board 
computer with duties that include computing wheel velocity 
set-points via the robot’s inverse kinematic transforms, 
receiving robot-level velocity commands from an off-board 
computer via a Maxstream 9Xstream™ 900 MHz serial 
radiomodem.    
 As with the previous testbed, an off-board Pentium IV-
class control computer runs a Matlab-based control program, 
allowing a human operator to specify robot or cluster-level 
directives and to monitor activity.  The control program 
ingests data from a student-developed overhead vision 
system that tracks the motion of the robots over a workspace 
of approximately 15’ x 15’; the control program performs 
the desired control computation and returns new velocity 
set-points to be sent to each robot.  The controller executes 
at approximately 2 Hz and uses a value of r = 2 for the 
obstacle avoidance policy.  

2) Experimental Results 
A variety of collision avoidance experiments have been 

conducted using this two-robot testbed, to include 
integration with velocity regulating, trajectory following, 
and pilot-in-the-loop controllers.  As a simple example, we 
show here results when the two robots have been 
commanded to drive in the positive X direction at 1 inch/sec 
with a separation of 14.5 inches and with an initial cluster 
heading of 0 degrees [59].  Two obstacles were placed in the 
path of the cluster and were sensed by the same overhead 
vision system that was used to track robot position.   

Fig. 6 shows the results of using only the translational 
component of the collision avoidance law.  As can be seen, 
the cluster moves as one in order to drive evenly through the 
two obstacles.  Fig. 7 shows the results of using the full 
collision avoidance law, to include the rotational component.   

 
(a) Overhead view of cluster moving through 2 obstacles. 

 

 
(b) Time history of cluster size. 

 
Figure 6 – Experimental Results.  Cluster maneuvering through two 
obstacles using only the translational control law component. 
 
 

 
(a) Overhead view of cluster moving through 2 obstacles 

   

 
(b) Time history of cluster size. 

 
Figure 7 – Experimental Results.  Cluster maneuvering through two 
obstacles using both the translational and rotational components of the law. 
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As is seen, the cluster reorients itself in order to maneuver 
through the center obstacle field.  Performance was limited 
by the accuracy of the vision system [59], which was 
evaluated to have an accuracy of better than 0.5 inch across 
the workspace (95% confidence level) and by the use of 
manually tuned proportional-only controllers. 

C. Comparison of Results 
The results from these experiments demonstrate that our 

collision avoidance algorithm ensures that obstacles are 
avoided while also maintaining the integrity of the cluster 
geometry during the avoidance maneuver.   The experiments 
also highlight the optional use of the law’s rotational 
component, which is particularly useful for more demanding 
maneuvering scenarios.  This produces a distinctly different 
behavior than robot-level approaches in which either (a) 
only robots near obstacles move out of the way, such as in 
[5], or (b) robots out of range of an obstacle maintain 
formation in a reactive manner, based on varying inter-robot 
positions that propagate through the formation from the 
robots that are directly avoiding collisions, such as in [37]. 

V. ONGOING AND FUTURE WORK 
 As reviewed in Section II.A, we have successfully 

applied the cluster space specification and control approach 
to a wide variety of mobile robot systems varying in 
number, mobility characteristics, and sensing schemes; this 
work has been applied to land rovers, aerial vehicles, and 
surface ships, and it has ranged from fully automated control 
to pilot-in-the-loop applications.  Current initiatives include 
scaling the approach to larger clusters with higher-DOF 
vehicles (which lead to much larger and more cumbersome 
Jacobian transforms, although this can be alleviated 
somewhat through the judicious choice of state variables), 
developing a stability proof for the non-holonomic 
controller, integrating a spoken dialog interface to allow 
verbal command of the system, and integrating higher-level 
application-specific controllers suitable for field 
applications. 

With respect to our collision avoidance policy, we are 
currently exploring a number of extensions.  First, we have 
begun a more rigorous evaluation of the policy when it is 
implemented with robot-level collision avoidance laws and 
other features of our recent cluster space work, such as the 
use of model-based nonlinear controllers.  Second, we plan 
to apply the law to clusters with a greater number of robots 
moving through fields with a greater number of obstacles; 
due to computational constraints, we anticipate the need to 
develop extensions to our policy such as the use of limited 
regions of interaction, dual rate controllers, and minimal 
representations of the cluster and the obstacle environment.  
Third, we are extending our current stability proof to include 
use of this policy.  Fourth, we will incorporate this policy 
into our diverse array of robotic field systems that operate in 
land, sea, air and space and which are routinely used to 

perform world-class scientific and advanced technology 
demonstration missions [60].   

VI. SUMMARY AND CONCLUSIONS 
We have proposed a multi-robot collision avoidance 

policy appropriate for use with our previously developed 
cluster space technique for specifying and controlling the 
motion and geometry of a multi-robot system.  This collision 
avoidance policy consists of a repulsive velocity command 
that is superimposed with other navigation commands in the 
cluster space and then converted to robot-specific velocity 
commands through the use of the system’s inverse Jacobian.  
The collision avoidance command has a translational 
component and an optional angular component that can be 
applied depending on the nature of the environment and the 
maneuvering requirements.   

 We have demonstrated this policy and its use with our 
cluster space controller through successful experiments with 
two diverse two-robot systems, both of which were able to 
navigate as specified while avoiding obstacles.  The use of 
the angular component of the collision avoidance law 
proved to be particularly effective for our experiments with 
a relatively tight maneuvering requirement.  Overall, our 
positive results show that this reactive technique effectively 
simplifies the specification and control of a multi-robot 
system given that a) real-time cluster pilots receive 
automated aid in avoiding collisions, and b) navigation 
trajectories can be specified without considering dynamic 
obstacles given that collision avoidance corrections will be 
computed and applied in realtime.  Our ongoing and future 
work in this field is focused on extending this capability to 
larger clusters and to more cluttered environments in order 
to improve the controllability and applicability of multi-
robot systems. 

APPENDIX 
Given the selection of cluster space state variables 

presented in Section II.A, the forward position kinematic 
relationships for the two-robot system are [39], [40]: 
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where ATAN2 is a computational function that calculates a 
four-quadrant arc tangent with a range of [π, -π] [61].  

By differentiating the position kinematic expressions, the 
velocity kinematics may be expressed as in the form of a 
Jacobian matrix.  The inverse Jacobian relates robot and 
cluster velocities in the following manner: 
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