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Input–output linearization with delay cancellation for nonlinear
delay systems: the problem of the internal stability
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Dipartimento di Ingegneria Elettrica, Universit "aa degli Studi dell’ Aquila, Monteluco di Roio 67040 L’Aquila, Italy

SUMMARY

This paper investigates the issue of the internal stability of nonlinear delay systems controlled with a
feedback law that performs exact input–output, linearization and delay cancellation. In previous works the
authors showed that, unlike with the case of systems without state delays, when the relative degree is equal
to the number of state variables and the output is forced to be identically zero, delay systems still possess a
non-trivial internal state dynamics. Not only, in the same conditions delay systems are also characterized
by a non-trivial input dynamics. Obviously, both internal state and input dynamics should give bounded
trajectories, otherwise the exact input–output linearization and delay cancellation technique cannot be
applied. This paper studies the relationships between the internal state and input dynamics of a controlled
nonlinear delay system. An interesting result is that a suitable stability assumption on the internal state
dynamics ensures that, when the output is asymptotically driven to zero, both the state and control
variables asymptotically decay to zero. Copyright # 2003 John Wiley & Sons, Ltd.

KEY WORDS: nonlinear systems; delay systems; output regulation; infinite dimensional systems; delay
cancellation

1. INTRODUCTION

Some control problems for nonlinear systems can be solved through a preliminary
compensation of nonlinearities, so that virtually all control techniques developed for linear
systems can be applied to the linearized system (see e.g. [1]). In the same way, when dealing with
delay systems, a feasible approach to control problems is the preliminary compensation of all
delays, followed by the application of control techniques developed for systems without delays.
Nonlinear systems with state and input delays can be the object of various kinds of
compensation of nonlinearities and delays: the linearization can be exact or approximated, the
delay can be partially compensated through prediction or, in some cases, can be exactly
cancelled. The approach of preliminary delay compensation through prediction is pursued in
[2–4]. After delay compensation, classical tools of differential geometry can be applied for the
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analysis of nonlinear systems and for control synthesis. A different approach is followed in
References [5–10], where preliminary delay compensation is avoided and suitable extensions of
differential geometry have been developed for dealing with delay systems. The papers [7, 8] were
concerned mainly with the problem of disturbance decoupling, while papers [5,6,9,10] developed
the extension to delay systems of the classical technique of input–output (I/O) linearization
[1,16]. In these works exact I/O linearization was obtained together with exact delay cancellation
by means of a state feedback. After exact I/O linearization and delay cancellation the problem
of driving the output exponentially to zero becomes an easy task. However, output stabilization
is not sufficient to achieve state stabilization, because the control law that achieves an identically
zero output may create an unobservable dynamics, called zero-dynamics. As in the case of
systems without delays, the stability of the zero-dynamics is a necessary condition for the
practical use of the control law that linearizes the I/O map and removes the delay. It is well
known that systems without state delay do have non-trivial zero-dynamics if and only if the
relative degree is smaller than the number of state variables. This situation is investigated in
Reference [10] for the case of delay systems, and it is shown that, under suitable assumptions,
the local asymptotic stability of the zero-dynamics implies the local asymptotic stability of the
origin of the controlled delay systems. In Reference [6] it has been shown that, different from
the case of systems without state delays, nonlinear delay systems with relative degree equal to
the number of state variables (full relative degree) may have, in general, a non-trivial zero-
dynamics. For such systems a sufficient stability criterion of the state zero-dynamics is discussed
in Reference [6]. The existence of the state internal dynamics in the case of full relative degree is
due to intrinsic infinite dimensionality of delay systems. A necessary and sufficient condition
which characterizes delay systems that do not admit state internal dynamics is reported in
Reference [11].

This paper points out that in addition to the internal state dynamics, the output stabilizing
control law through I/O linearization and delay cancellation induces also an internal dynamics
of the control variable (input dynamics). This means that the true zero-dynamics for nonlinear
delay systems is composed of both the internal state and input dynamics, and both the state and
input trajectories must be uniformly bounded, otherwise the technique of exact input–output
linearization with delay cancellation cannot be applied. The remarkable result obtained in this
work is that the stability of the input dynamics is not an additional assumption, but is implied
by a suitable stability property of the internal state dynamics. Such property will be proved with
reference to the class of nonlinear systems with delay only in the state. Similar results are proved
in [12] with reference to the class of linear systems with delays both in the state and in the input;
in this case an additional stability condition is also needed.

2. PROBLEM STATEMENT AND PRELIMINARIES

This paper considers delay systems described by the following equations:

’xxðtÞ ¼ f ðxðtÞ; xðt � DÞÞ þ gðxðtÞ; xðt � DÞÞuðtÞ; t50 ð1Þ

yðtÞ ¼ hðxðtÞÞ ð2Þ

where D > 0; xðtÞ 2 Rn; uðtÞ 2 R and yðtÞ 2 R; the vector functions f and g are C1 with respect to
both arguments, and h is a C1 scalar function. The model description is completed by the
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knowledge of the function xðtÞ; t 2 ½�D; 0�; in a suitable function space, which represents the
initial state in the classical infinite dimensional description of delay systems. It is assumed that
system (1) and (2) is such that

f ð0; 0Þ ¼ 0; gð0; 0Þ=0; hð0Þ ¼ 0 ð3Þ

These positions imply that the state xðtÞ ¼ 0; t 2 ½�D; 0�; is an equilibrium point. In the
following, some notations are introduced in order to simplify the writing of mathematical
expressions. Throughout the paper the symbol 0a�b denotes the zero matrix in Ra�b; while Ia
denotes the identity matrix in Ra�a: The symbols AB

p�q; BB
p�q; CB

p�q; will denote the
block- Brunowsky triplet defined by

AB
p;q ¼

0q�q Iq � � � 0q�q

0q�q 0q�q � � � 0q�q

..

. ..
.

� � � ..
.

0q�q 0q�q � � � Iq

0q�q 0q�q � � � 0q�q

2
6666666664

3
7777777775

2 Rp q�p q; BB
p;q ¼

0q�q

0q�q

..

.

Iq

2
6666664

3
7777775

2 Rp q�q

CB
p;q ¼ ½ Iq 0q�q � � � 0q�q � 2 Rq�p q ð4Þ

The symbol Xi; j; with i; j integer numbers, will denote a vector in Rðji�jjþ1Þn; composed of
subvectors wk 2 Rn as follows:

if i4j : Xi; j ¼

wi

wiþ1

..

.

wj

2
6666664

3
7777775
; if j5i : Xi; j ¼

wi

wi�1

..

.

wj

2
6666664

3
7777775

ð5Þ

In the same way, the symbol Vi; j; will denote a vector in Rðji�jjþ1Þ; composed of scalar vk as
follows:

if i4j : Vij ¼

vi

vi�1

..

.

vj

2
6666664

3
7777775
; if j5i : Vi; j ¼

vi

vi�1

..

.

vj

2
6666664

3
7777775

ð6Þ

As in the case of nonlinear systems without delay, an important concept for the development of
an I/O linearizing feedback control law is the concept of relative degree, the integer that
indicates how many time derivatives of the output should be made in order to have a direct
relationship with the input. The concept of relative degree for nonlinear delay systems was
introduced independently in [5,7,10,13], with little differences. Indeed, many extensions of this
concept can be made for nonlinear delay systems. Based on References [5,7,10,13], three possible
definitions of relative degree are reported here.

Copyright # 2003 John Wiley & Sons, Ltd. Int. J. Robust Nonlinear Control 2003; 13:909–937

INTERNAL STABILITY 911



Definition 2.1 (Type-I relative degree)
The nonlinear delay system (1), (2) is said to have type-I relative degree r in an open set
Or 2 Rnðrþ1Þ if, defining

F ðX0;rÞ ¼

f ðw0; w1Þ

f ðw1; w2Þ

..

.

f ðwr�1; wrÞ

0n�1

2
6666666664

3
7777777775
; GðX0;rÞ ¼

diagr�1
i¼0 fgðwi; wiþ1Þg

0n�r

" #

H ðX0;rÞ ¼ hðw0Þ ð7Þ

the following conditions are satisfied 8X0;r 2 Or

LGLkF H ðX0;rÞ ¼ 0; k ¼ 0; 1; . . . ; r � 2

LGLr�1
F H ðX0;rÞ=0 ð8Þ

where

L0F H ðX0;rÞ ¼H ðX0;rÞ

LkFH ðX0;rÞ ¼
@

@X0;r
Lk�1
F H

� �
F ðX0;rÞ; k4r

LGLkF H ðX0; rÞ ¼
@

@X0;r
LkF H

� �
GðX0;rÞ; k4r � 1 ð9Þ

If Or ¼ Rnðrþ1Þ; the system is said to have uniform type-I relative degree r:

Remark 2.2
Note that the Lie derivative LkF H ðX0;rÞ is well defined only for k4r and is a function of X0;k ; a
sub-vector of X0;r: Similarly, the term LGLkF H ðX0;rÞ is well defined only for k4r � 1 and is a
function of X0;kþ1:

Definition 2.3 (Type-II relative degree)
The nonlinear delay system (1), (2) is said to have type-II relative degree r in an open set
Or 2 Rnðrþ1Þ if, defining the vector functions F ðX0;rÞ; GðX0;rÞ; H ðX0;rÞ as in (7), the following
conditions are verified 8X0;r 2 Or

LGLkF H ðX0;rÞ ¼ 0; k ¼ 0; 1; . . . ; r � 2

g0ðX0;rÞ=0 ð10Þ

where

g0ðX0;rÞ ¼
@

@w0
Lr�1
F H ðX0;rÞ

� �
gðw0; w1Þ ¼ LGLr�1

F H ðX0;rÞ
1

0ðr�1Þ�1

" #
ð11Þ

If Or ¼ Rnðrþ1Þ; the system is said to have uniform type-II relative degree r:
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Definition 2.4 (type-III relative degree)
The nonlinear delay system (1), (2) is said to have type-III relative degree r in an open set
Or 2 Rnðrþ1Þ if, defining the vector functions F ðX0;rÞ; GðX0;rÞ; H ðX0;rÞ as in (7), the following
conditions are satisfied 8X0;r 2 Or:

LGLkF H ðX0;rÞ ¼ 0; k ¼ 0; 1; . . . ; r � 2 g0ðX0;rÞ=0 ð12Þ

giðX0;rÞ ¼ 0; i ¼ 1; . . . ; r � 1

where

giðX0;rÞ ¼
@

@wi
Lr�1
F H ðX0;rÞ

� �
gðwi; wiþ1Þ ð13Þ

If Or ¼ Rnðrþ1Þ; the system is said to have uniform type-III relative degree r:

Remark 2.5
The computation of the (types I–III) relative degree of a nonlinear delay system is made by
constructing the vector functions F ðX0;rÞ; GðX0;rÞ; H ðX0;rÞ defined in (7), for increasing values of
the integer r; starting from r ¼ 1; and checking for each r if condition (8) is satisfied. If an r is
found such that (8) holds, then the system has type-I relative degree r: If, moreover, condition
(10) holds, then the system has type-II relative degree r: If, in addition, condition (12) is satisfied,
then the system has type-III relative degree r:

In order to study the role of the three types of relative degrees in the input–output
relationship, it is useful to define a stack operator as follows. For a given function qðtÞ 2 Rm; the
symbol qiDðtÞ; with i a non-negative integer, will denote its translation by �iD; i.e. qiDðtÞ ¼ q�
ðt � iDÞ: xðtÞ being defined for t5� D; the delayed function xiDðtÞ is defined for t5ði� 1ÞD; while
uiDðtÞ is defined for t5iD; uðtÞ being defined for t50:

Definition 2.6
Consider a function qðtÞ 2 Rm; defined for t 2 ½t1; t2� � R: The symbol Stacki; jðqÞ; with i; j such
that 04j j� ij4ðt2 � t1Þ=D; denotes a vector function, defined for t 2 ½t1 þ jD; t2 þ iD�; if i4j;
and for t 2 ½t1 þ iD; t2 þ jD� if j > i; defined as follows:

if i4j: Stacki; jðqÞðtÞ ¼

qiDðtÞ

qðiþ1ÞDðtÞ

..

.

qjDðtÞ

2
6666664

3
7777775
; if j5i : Stacki; jðqÞðtÞ ¼

qiDðtÞ

qði�1ÞDðtÞ

..

.

qjDðtÞ

2
6666664

3
7777775
: ð14Þ

Using the stack operator, the following vector functions can be defined:

Xi; jðtÞ ¼ Stacki; jðxÞðtÞ; Ui; jðtÞ ¼ Stacki; jðuÞðtÞ ð15Þ

that collect the values of the system variable x and of the input u at different time instants.

Lemma 2.7
Assume that system (1), (2) has relative degree equal to r (of type-I, type-II or type-III) in an
open set Or � Rn�ðrþ1Þ: Then for t5ðr � 1ÞD the time derivatives of the output until order r can
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be written in Or as

yðkÞðtÞ ¼ LkFH ðX0;kðtÞÞ; k ¼ 0; 1; . . . ; r � 1 ð16Þ

yðrÞðtÞ ¼ LrF H ðX0;rðtÞÞ þ LGLr�1
F H ðX0;rðtÞÞU0;r�1ðtÞ

¼ LrF H ðX0;rðtÞÞ þ g0ðX0;rðtÞÞuðtÞ þ GðX0;rðtÞÞU1;r�1ðtÞ

¼ LrF ðX0;rðtÞÞ þ
Xr�1

i¼0

giðX0;rðtÞÞuiDðtÞ ð17Þ

where giðX0;rÞ has been defined in (13), and

GðX0;rÞ ¼ LGLr�1
F H ðX0;rÞ

01�ðr�1Þ

Iðr�1Þ

" #
¼ ½g1ðX0;rÞ � � � gr�1ðX0;rÞ� ð18Þ

Proof
The proof is readily obtained by direct calculations, taking into account the definitions of
relative degree.

As said before, the concept of relative degree for nonlinear delay systems was introduced
independently in References [5,7,10,13]. In particular, the definition given in Reference [7]
corresponds to type-I relative degree, while the one given in Reference [5] corresponds to type-II
relative degree and the one in References [10,13] is of a type-III relative degree. A system with
type-I relative degree r is such that the output derivative of order r at time t is an affine function
of the inputs at time t � iD; for some of integers i 2 ½0; r � 1�: A system with type-II relative
degree r is such that the rth output derivative at time t is an affine function of the input at time t
and possibly of the inputs at times t � iD; for some of the integers i 2 ½1; r � 1�: A system with
type-III relative degree r has the rth output derivative at time t that is an affine function of the
input at time t and is not function of the input at times t � iD; for all integers i 2 ½1; r � 1�: In
Reference [14] an observation delay relative degree was defined and that is a type-I relative
degree. For a nonlinear delay system the assumption to have a type-III relative degree is rather
strong. In this paper, following the approach of [5], we will consider systems with type-II relative
degree.

It is well known that for nonlinear systems without delay when the relative degree is equal to
the dimension of the state space n; the existence of a state feedback that achieves exact
linearization of the input–output map implies the existence of the solution of the problem of
exact linearization of the system through a static state feedback and a nonlinear change of co-
ordinates (see Reference [1]). The new co-ordinates are the output derivatives up to order n� 1:
The stabilization of the system is obtained assigning the eigenvalues to the system in the linear
form. If the relative degree r is strictly less than n; only a subsystem of dimension r can be
linearized and stabilized through linearization and stabilization of the input–output map. r
eigenvalues can be assigned in this case. The linearizing feedback induces an unobservable
dynamics, the so-called zero-dynamics that is unaffected by the assigned eigenvalues. The
control via exact linearization can be pursued only if the zero-dynamics is stable. On the other
hand, systems with full relative degrees do not have zero-dynamics, and therefore the exact
linearization approach can be always pursued. Unfortunately, this is not the case for nonlinear
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delay systems. Also, when the relative degree is equal to the dimension n of the system variable x;
exact linearization of the input–output map does not imply exact linearization of the system.

The control law that linearizes the input–output map with delay-cancellation is described in
the following proposition, whose simple proof can be found in References [5, 6, 10].

Proposition 2.8
Assume that the nonlinear delay system (1), (2) has type-II relative degree n in an open set On:
Moreover, assume that the initial state x0 2 Cð½�D; 0�;RnÞ and the initial choice of the input u in
the time interval ½0; ðn� 1ÞDÞ are such to guarantee the existence and uniqueness of a continuous
solution xðtÞ on ½0; ðn� 1ÞDÞ and that X0;nððn� 1ÞDÞ 2 On: Then, defining a new input function
vðtÞ; the feedback control law

uðtÞ ¼
vðtÞ � LnFH ðX0;nðtÞÞ � GðX0;nðtÞÞU1;n�1ðtÞ

g0ðX0;nðtÞÞ
; t5ðn� 1ÞD ð19Þ

is such that the input–output map becomes

yðnÞðtÞ ¼ vðtÞ; t5ðn� 1ÞD ð20Þ

provided that, with the chosen vðtÞ; X0;nðtÞ is unique continuous and remains in On:

The output derivatives up to order n� 1 can be written by defining the following map
F :Rn2 ! Rn:

z ¼

L0F H ðw0Þ

L1F H ðX0;1Þ

..

.

Ln�1
F H ðX0;n�1Þ

2
6666664

3
7777775
¼ FðX0;n�1Þ ð21Þ

After substitution of X0;k with X0;kðtÞ in (21), that is giving to wi the value xðt � iDÞ; the map F
gives a vector zðtÞ that collects the output derivatives up to order n� 1:

zðtÞ ¼

yðtÞ

..

.

yðn�1ÞðtÞ

2
6664

3
7775 ¼ FðX0;n�1ðtÞÞ; t5ðn� 1ÞD ð22Þ

After feedback (19) the input–output dynamics can be put in the form

’zzðtÞ ¼AB
n;1zðtÞ þ BB

n;1vðtÞ

yðtÞ ¼CB
n;1zðtÞ; t5ðn� 1ÞD ð23Þ

where ðAB
n;1;B

B
n;1;C

B
n;1Þ is a Brunowsky triplet, as defined in (4). Applying a linear feedback law of

the form

vðtÞ ¼ � kTzðtÞ

¼ � kTFðX0;n�1ðtÞÞ ð24Þ
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the output dynamics is governed by the autonomous linear system

’zzðtÞ ¼ ðAB
n;1 � BB

n;1k
TÞzðtÞ

yðtÞ ¼CB
n;1zðtÞ; t5ðn� 1ÞD ð25Þ

If k assigns all the eigenvalues of matrix AB
n;1 � BB

n;1k
T in the open left-half complex plane (i.e. k is

Hurwitz) the output is exponentially stabilized, i.e. there exist positive g; b such that

jjzðtÞjj4ge�bðt�ðn�1ÞDÞjjzððn� 1ÞDÞjj; t5ðn� 1ÞD ð26Þ

The feedback law that achieves exponential output stabilization, after linearization and delay
cancellation of the input–output map (as long as X0;nðtÞ 2 OnÞ; is obtained replacing the variable
v in (19) with expression (24), obtaining

uðtÞ ¼
�kTzðtÞ � LnFH ðX0;nðtÞÞ � GðX0;nðtÞÞU1;n�1ðtÞ

g0ðX0;nðtÞÞ
; t5ðn� 1ÞD ð27Þ

This equation describes the dynamics of the control variable uðtÞ for t5ðn� 1ÞD in closed loop.
If type-III relative degree is assumed, as in [9], it is gðX0;nÞ=0 and GðX0;nÞ � 0 and it is evident
that if zðtÞ and xðtÞ asymptotically go to zero, then uðtÞ also goes to zero asymptotically. This is
the reason why in Reference [10] the issue of the boundedness of the control variable is not
addressed. If the less-restrictive assumption of type-II relative degree is made, Equation (27) is a
continuous-time algebraic delay equation, where the value of the control variable u at time t
depends on n� 1 previous values of the same variable and on old and present values of the state.
Equation (27) can be put in the form

uðtÞ ¼ �
1

g0ðX0;nðtÞÞ
kT�zðtÞ � p0ðX0;nðtÞÞ �

Xn�1

j¼1

pjðX0;nðtÞÞuðt � jDÞ; t5ðn� 1ÞD ð28Þ

where pj : On ! R; j ¼ 0; 1; . . . ; n� 1 are defined by

p0ðX0;nÞ ¼
LnFH ðX0;nÞ
g0ðX0;nÞ

pjðX0;nÞ ¼
gjðX0;nÞ

g0ðX0;nÞ
; j ¼ 1; . . . ; n� 1 ð29Þ

Note that the vector of output derivatives behaves as an input for the input dynamics. For this
reason, throughout the paper, the dynamics described by Equation (28) will be also denoted as
the output-driven input dynamics.

In the following, it is shown that the internal dynamics of the system variable xðtÞ is governed
by the map z ¼ FðX0;n�1Þ defined in (21). In Reference [14] this map is called observability map
of system (1) and (2), because suitable assumptions on this map allow the construction of an
observer for nonlinear time delay systems. The observability map can be seen as a square map
from w0 to z; in which the sub-vector X1;n�1 2 Rnðn�1Þ is considered as a vector of parameters. To
stress this point of view, in the following the map F will be rewritten as follows:

z ¼ Fðw0;X1;n�1Þ ð30Þ
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For systems with type-II and type-III relative degree in a set On; it is

det
@Fðw0;X1;n�1Þ

@w0

� �
=0 8X0;n�1 2 On ð31Þ

The proof can be found in Reference [10] (Lemma 1). This implies that the map F is locally
invertible with respect to the first component w0 (local partial invertibility).

From here on we suppose that the following assumption holds for the observability map F
(Global partial invertibility):

(H1) System (1), (2) has uniform type-II relative degree equal to n (the dimension of the
system variable x) and there exists the inverse F�1 of function (30) w.r.t. the first
component w0 for all z 2 Rn and X1;n�1 2 Rnðn�1Þ; i.e.

w0 ¼ F�1ðz;X1;n�1Þ 8z 2 Rn; X1;n�1 2 Rnðn�1Þ ð32Þ

In paper [14] assumption H1 is a necessary condition for the construction of an asymptotic
observer for a delay system.

The state dynamics of the system variable xðtÞ for t5ðn� 1ÞD is governed by the following
continuous-time algebraic delay equation forced by the vector zðtÞ of output derivatives:

xðtÞ ¼ F�1ðzðtÞ;X1;n�1ðtÞÞ ð33Þ

zðtÞ acts as an input in Equation (33), and therefore such dynamics will be denoted throughout
this paper as the output-driven state dynamics. The stability of this dynamics has been studied in
[6, 15], where sufficient conditions on the map F that ensure convergence of xðtÞ to zero when the
output together with its n� 1 derivatives, is driven to zero by the control law (27), are provided.
The output dynamics (25), the state dynamics (33) and the input dynamics (28) of the closed
loop system, form a triangular system of differential-algebraic equations, well defined for
t5ðn� 1ÞD:

’zzðtÞ ¼ ðAB
n;1 � BB

n;1k
TÞzðtÞ ð34aÞ

xðtÞ ¼ F�1ðzðtÞ;X1;n�1ðtÞÞ ð34bÞ

uðtÞ ¼ �
kTzðtÞ

g0ðX0;nðtÞÞ
� p0ðX0;nðtÞÞ � pTðX0;nðtÞÞUn�1;1ðtÞ ð34cÞ

where

pTðX0;nÞ ¼ ½pn�1ðX0;nÞ � � � p1ðX0;nÞ� ð35Þ

The output dynamics (34a) is autonomous and can be made stable by a suitable choice of the
gain vector k: Obviously, the stability of the state dynamics and of the input dynamics is a
necessary condition for the overall stability of the controlled delay system.

Now consider an (open-loop) input function uðtÞ; t 2 ½0; ðn� 1ÞD�; to bring zðtÞ to zero at time
t ¼ ðn� 1ÞD; and then apply the feedback law (27), that keeps zðtÞ ¼ 0 for t5ðn� 1ÞD:
Equations (33) and (28) become, for t5ðn� 1ÞD;

xðtÞ ¼ F�1ð0;X1;n�1ðtÞÞ ð36aÞ

uðtÞ ¼ �p0ðX0;nðtÞÞ � pTðX0;nðtÞÞUn�1;1ðtÞ ð36bÞ
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Equation (36) is a continuous-time algebraic delay equation that describes the system zero-
dynamics, i.e. the internal state and input dynamics when the output is identically zero. Note
that the dynamics of xðtÞ; given by (36a), is only a part of the zero-dynamics and is completely
characterized by the partial inverse map F�1; and in the following will be denoted the state zero-
dynamics. We will refer to Equation (36b) as the input zero-dynamics, and we will say that the
system zero-dynamics is composed of the state and input zero-dynamics. Here is a simple
example of delay system with full uniform Type-II relative degree with unstable zero-dynamics.

Example
Consider the following nonlinear delay systems:

’xx1ðtÞ ¼ x2ðtÞ þ sx2ðt � DÞ

’xx2ðtÞ ¼ ð1þ x21ðtÞÞuðtÞ

yðtÞ ¼ x1ðtÞ ð37Þ

where s 2 R is a parameter. Instead to test the conditions given in Definitions 1–4 for
r ¼ 1; 2; . . . ; the relative degree can be computed by repeatedly differentiated the output with
respect to time. The output and its first derivative are

yðtÞ ¼ x1ðtÞ

’yyðtÞ ¼ x2ðtÞ þ sx2ðt � DÞ ð38Þ

Since they do not depend on the input uðtÞ; the relative degree must be greater than 1.
The second-order derivative is

.yyðtÞ ¼ ð1þ x21ðtÞÞuðtÞ þ sð1þ x21ðt � DÞÞuðt � DÞ ð39Þ

and depends on both uðtÞ and uðt � DÞ: Since the coefficient of uðtÞ is never zero, the system has
uniform type-II relative degree r ¼ 2: Equation (38) is the map FðX0;1ðtÞÞ defined in (22) that
gives the output derivatives. The coefficient g0ðX0;2Þ defined in (9) is ð1þ w20;1Þ: The output
stabilizing control law (27) is

uðtÞ ¼ �sð1þ x21ðt � DÞÞuðt � DÞ � kT
x1ðtÞ

x2ðtÞ � 2x2ðt � DÞ

" # !
1

ð1þ x21ðtÞÞ
ð40Þ

This control law, with k such that AB
2;1 � BB

2;1k
T is stable, is such to drive yðtÞ and ’yyðtÞ

exponentially to zero. Equations (36) of the zero-dynamics are the following:

x1ðtÞ ¼ 0

x2ðtÞ ¼ �sx2ðt � DÞ

uðtÞ ¼ �s
1þ x21ðt � DÞ
1þ x21ðtÞ

uðt � DÞ t5D ð41Þ

Considering that x1ðtÞ ¼ 0; the third equation becomes uðtÞ ¼ �suðt � DÞ: It follows that the
zero-dynamics for system (37) is stable for jsj41 and unstable for jsj > 1: In the latter case, the
closed-loop system is unstable.

This example shows that it is not sufficient to have relative degree equal to the dimension of
the system vector x to stabilize a nonlinear delay system by means of exponential output
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stabilization, after exact input–output linearization with delay cancellation. In general there
exists a zero-dynamics that may be unstable. In the case of systems with type-III relative degree
the input uðtÞ is a continuous function of only X0;nðtÞ; and is not a function of the past values
uðt � iDÞ; so that the stability of the state zero-dynamics trivially implies the stability of the zero-
dynamics.

3. THE CASE OF LINEAR DELAY SYSTEMS

This section shows the application of the exact input–output linearization with delay
cancellation to the case of linear delay systems. Obviously, in the linear case the interest of
the approach is in the delay cancellation. Moreover, this section presents some results on the
stability of the zero-dynamics that will be needed later in the paper to prove more general results
for nonlinear systems.

Consider a linear delay system of the form

’xxðtÞ ¼A0xðtÞ þ A1xðt � DÞ þ BuðtÞ

yðtÞ ¼CxðtÞ ð42Þ

with matrices A0; A1 2 Rn�n; B 2 Rn�1; C 2 R1�n: The computation of the Lie derivatives defined
in (9) gives

LiF H ðX0;iÞ ¼
Xi
j¼0

CðA0;A1Þ
½i; j �wj ð43Þ

where

ðA0;A1Þ
½i; j � ¼ 0n�n; if i50 or j50

ðA0;A1Þ
½0;0� ¼ In

ðA0;A1Þ
½i; j � ¼ ðA0;A1Þ

½i�1;j �A0 þ ðA0;A1Þ
½i�1;j�1�A1 ð44Þ

From definition (3) it follows that

i5j ) ðA0;A1Þ
½i; j � ¼ 0

ðA0;A1Þ
½i;0� ¼ Ai

0; ðA0;A1Þ
½i;i � ¼ Ai

1 ð45Þ

All definitions (Type-I, II or III) of relative degree r require that

CðA0;A1Þ
½i; j �B ¼ 0; i; j ¼ 0; 1; . . . ; r � 2 ð46Þ

In the case r ¼ n; the output derivatives up to order n� 1 can be written as

yðiÞðtÞ ¼
Xi
j¼0

CðA0;A1Þ
½i; j �xjDðtÞ; i ¼ 0; 1; . . . ; n� 1 ð47Þ
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while the nth order derivative is

yðnÞðtÞ ¼
Xn
j¼0

CðA0;A1Þ
½n; j �xjDðtÞ þ

Xn�1

j¼1

CðA0;A1Þ
½n�1; j �ujDðtÞ þ CAn�1

0 BuðtÞ ð48Þ

In the case of linear systems having type-II relative degree n it is CAn�1
0 B=0; and the control law

(19) becomes

u ¼
v�

Pn
j¼0 CðA0;A1Þ

½n;j �xjD �
Pn�1

j¼1 CðA0;A1Þ
½n�1;j �BujD

CAn�1
0 B

ð49Þ

Defining

sj ¼
CðA0;A1Þ

½n�1; j �B
CAn�1

0 B
; j ¼ 1; . . . ; n� 1 ð50Þ

qj ¼
CðA0;A1Þ

½n;j �

CAn�1
0 B

; j ¼ 0; . . . ; n ð51Þ

the control law (49) is written as

uðtÞ ¼ �
vðtÞ

CAn�1
0 B

�
Xn
j¼0

qjxjDðtÞ �
Xn�1

j¼1

sjujDðtÞ ð52Þ

In the case of linear systems the relative degree (of any type) is always uniform, and the
transformation of the I/O map in a chain of n integrators, i.e. yðnÞðtÞ ¼ vðtÞ; is global.

The map F defined in (21) is as follows:

z ¼
Xn�1

j¼0

Qjwj ð53Þ

where the n� n matrix Q0 is the observability matrix of the pair ðA0;CÞ; i.e.

Q0 ¼

C

CA0

..

.

CAn�1
0

2
6666664

3
7777775

ð54Þ

and the n� n matrices Qj; j ¼ 1; 2; . . . ; n� 1; can be computed using (43), and are given by

fQjgði;:Þ ¼ 0 for i ¼ 1; . . . ; j

fQjgði;:Þ ¼ CðA0;A1Þ
½i�1; j� for i ¼ jþ 1; . . . ; n

ð55Þ

where fQjgði;:Þ denotes the ith row of matrix Qj:
Exponential convergence of the output yðtÞ to zero is obtained with the feedback law (52) with

v given by (24), so that the control law (28), defined for t5ðn� 1ÞD; becomes

uðtÞ ¼ �
kTzðtÞ
CAn�1

0 B
� qTXn;0ðtÞ � sTUn�1;1ðtÞ ð56Þ
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where

qT ¼ ½qn qn�1 � � � q0� ð57Þ

sT ¼ ½sn�1 sn�2 � � � s1� ð58Þ

with qj and sj defined in (51) and (50), respectively. With this control law, the vector of output
derivatives zðtÞ exponentially goes to zero, i.e. satisfies (26) for suitable positive g and b: The
partial invertibility property of the map F with respect to the w0 (assumption H1) is equivalent to
the observability of the pair ðA0;CÞ: The inverse map F�1 defined in (32) is

w0 ¼ Q�1
0 z�

Xn�1

j¼1

Q�1
0 Qjwj ð59Þ

and the state dynamics (33) is

xðtÞ ¼ Q�1
0 zðtÞ �

Xn�1

j¼1

Q�1
0 Qjxðt � jDÞ ð60Þ

For our purposes it is convenient to define a co-ordinate transformation wðtÞ ¼ Q0xðtÞ; so that
the state dynamics can be rewritten as

wðtÞ ¼ zðtÞ �
Xn�1

j¼1

QjQ�1
0 wðt � jDÞ ð61Þ

The continuous-time algebraic delay equations (56) and (61), that describe the input and state
dynamics can be written as discrete-time equations on suitable Banach spaces. Let B ¼ L1 �
ð½�D; 0�;RÞ and define

*uuðkÞ 2 B; *uuðkÞðtÞ ¼ uðkDþ tÞ; t 2 ½�D; 0�

*xxðkÞ 2 Bn; *xxðkÞðtÞ ¼ xðkDþ tÞ; t 2 ½�D; 0�

*wwðkÞ 2 Bn; *wwðkÞðtÞ ¼wðkDþ tÞ; t 2 ½�D; 0�

*zzðkÞ 2 Bn; *zzðkÞðtÞ ¼ zðkDþ tÞ; t 2 ½�D; 0� ð62Þ

Then, Equation (56) can be put in the form

*uuðk þ nÞ ¼ �
kT *zzðk þ nÞ
CAn�1

0 B
�
Xn
j¼0

qjQ�1
0 *wwðk þ n� jÞ �

Xn�1

j¼1

sj *uuðk þ n� jÞ; k50 ð63Þ

and defining *zzðkÞ 2 Bn by *zzðkÞðtÞ ¼ zðkDþ tÞ; t 2 ½�D; 0�; (61) can be written as

*wwðk þ nÞ ¼ �
Xn�1

j¼1

QjQ�1
0 *wwðk þ n� jÞ þ *zzðk þ nÞ; k50 ð64Þ
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When *zzðk þ nÞ ¼ 0; 8k50; equations (63) and (64) describe the system zero-dynamics, while (64)
describes the state zero-dynamics. Defining the extended vectors

*UUðkÞ ¼

*uuðk þ 1Þ

..

.

*uuðk þ n� 1Þ

2
6664

3
7775 2 Bn�1; *WWðkÞ ¼

*wwðkÞ

..

.

*wwðk þ nÞ

2
6664

3
7775 2 Bðnþ1Þ�n ð65Þ

(note that *UUðkÞðtÞ ¼ Stackn�1;1ðuðkDþ tÞÞ and *WWðkÞðtÞ ¼ Stackn;0ðwðkDþ tÞÞ) from (63) the
following equations can be written:

*UUðk þ 1Þ ¼AB
n�1;1

*UUðkÞ � BB
n�1;1ð *qq

T *WWðkÞ þ sT *UUðkÞÞ þ D0 *vv0ðkÞ

*uuðkÞ ¼ CB
n�1;1

*UUðkÞ; k50 ð66Þ

where *vv0ðkÞ ¼ *zzðk þ nÞ; ðAB
n�1;1;B

B
n�1;1;C

B
n�1;1Þ is a Brunowsky triplet, as defined in (4), sT has

been defined in (58), and

*qqT ¼ ½qnQ�1
0 qn�1Q�1

0 � � � q0Q�1
0 �

D0 ¼ �
1

CAn�1
0 B

BB
n�1;1k

T ð67Þ

In a similar way, from (64) the following equations can be written:

*WWðk þ 1Þ ¼ AB
nþ1;n

*WWðkÞ � BB
nþ1;nS *WWðkÞ þ BB

nþ1;n *vv1ðkÞ

*wwðkÞ ¼ CB
nþ1;n

*WWðkÞ; k5� 1 ð68Þ

where *vv1ðkÞ ¼ *zzðk þ nþ 1Þ; ðAB
nþ1;n;B

B
nþ1;n;C

B
nþ1;nÞ is a Brunowsky triplet and

S ¼ ½0n�n 0n�n Qn�1Q�1
0 Qn�2Q�1

0 � � � Q1Q�1
0 � ð69Þ

(note that the first two blocks of matrix S are zero because *wwðk þ nþ 1Þ is not a function of *wwðkÞ
and *wwðk þ 1Þ).

From (68) and (66) the state and input dynamics for the linear delay systems (42) in closed
loop, admits the following state-space representation (for k50):

xðk þ 1Þ ¼
AB
nþ1;n � BB

nþ1;nS 0ðnþ1Þn�ðn�1Þ

�BB
n�1;1q

T AB
n�1;1 � BB

n�1;1s
T

" #
xðkÞ þ

0ðnþ1Þn�n BB
nþ1;n

D0 0ðn�1Þ�n

" #
*vvðkÞ

*wwðkÞ

*uuðkÞ

" #
¼

CB
nþ1;n 0ðnþ1Þ�ðn�1Þ

01�ðnþ1Þn CB
n�1;1

" #
xðkÞ ð70Þ

where

xðkÞ ¼
*WWðkÞ

*UUðkÞ

" #
2 Bðnþ1Þnþn�1; *vvðkÞ ¼

*vv0ðkÞ

*vv1ðkÞ

" #
2 B2n ð71Þ
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System (70) forced by *vvðkÞ ¼ 0; k50; describes the zero-dynamics of the delay system (42) on
the Banach space Bðnþ1Þnþn�1: A representation of the state zero-dynamics is

*WWðk þ 1Þ ¼ ðAB
nþ1;n � BB

nþ1;nSÞ *WWðkÞ; k50 ð72Þ

The first result is as follows:

Lemma 3.9
Consider the triangular transition matrix of system (70). The eigenvalues of the matxix
AB
n�1;1 � BB

n�1;1s
T are a subset of the eigenvalues of matrix AB

nþ1;n � BB
nþ1;nS:

Proof
The ðnþ 1Þn� ðnþ 1Þnmatrix AB

nþ1;n � BB
nþ1;nS can be put in a block-triangular form as follows:

AB
nþ1;n � BB

nþ1;nS ¼
AB
2;n Pn

0ðn�1Þn�2n AB
n�1;n � BB

n�1;n
%SS

" #
ð73Þ

where

Pn ¼
0n�n 0n�nðn�2Þ

In 0n�nðn�2Þ

" #
ð74Þ

(0n�nðn�2Þ vanishes for n ¼ 2) and

%SS ¼ ½Qn�1Q�1
0 Qn�2Q�1

0 � � � Q1Q�1
0 � ð75Þ

so that 2n eigenvalues are the eigenvalues of AB
2;n (all zero), and the remaining nðn� 1Þ

eigenvalues are those of AB
n�1;n � BB

n�1;n
%SS: The proof that the n� 1 eigenvalues of the matrix

AB
n�1;1 � BB

n�1;1s
T are a subset of the nðn� 1Þ eigenvalues of the stable matrix AB

n�1;n � BB
n�1;n

%SS is
obtained by showing that there exists a matrix M 2 Rðn�1Þn�ðn�1Þ such that

ðAB
n�1;n � BB

n�1;n
%SSÞM ¼ MðAB

n�1;1 � BB
n�1;1s

TÞ ð76Þ

Note first that the last column of matrix Q�1
0 is as follows:

fQ�1
0 gð:;nÞ ¼ B

1

CAn�1
0 B

ð77Þ

This happens because the assumption of relative degree equal to n implies that the triplet
ðC;A0;BÞ has relative degree n; that is

Q0B ¼ ðCAn�1
0 BÞdn; where dn ¼

0

..

.

0

1

2
6666664

3
7777775
2 Rn ð78Þ

and fQ�1
0 gð:;nÞ; by definition, is the unique vector such that Q0fQ�1

0 gð:;nÞ ¼ dn: Recalling
definition (55) of matrices Qj appearing in matrix %SS (see (75)) it is trivially verified that
fQjgði;:ÞfQ

�1
0 gð:;nÞ ¼ 0; i ¼ 1; . . . ; j: Moreover, being the. delay relative degree equal to n;
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for i ¼ jþ 1; . . . ; n� 1; we have

fQjgði;:ÞfQ
�1
0 gð:;nÞ ¼ fQjgði;:ÞB

1

CAn�1
0 B

¼
CðA0;A1Þ

½i�1;j �B
CAn�1

0 B
¼ 0 ð79Þ

At last, for i ¼ n; we have

fQjgðn;:ÞfQ
�1
0 gð:;nÞ ¼ fQjgðn;:ÞB

1

CAn�1
0 B

¼
CðA0;A1Þ

½n�1;j �B
CAn�1

0 B
¼ sj ð80Þ

where the reals sj; defined in (50), are the components of vector sT: Thus, the last columns of the
products QjQ�1

0 ; for j ¼ 1; . . . ; n� 1 are

fQjQ�1
0 gð:;nÞ ¼ QjfQ�1

0 gð:;nÞ ¼ QjB
1

CAn�1
0 B

¼ sjdn ð81Þ

so that the matrix AB
n�1;n � BB

n�1;n
%SS has the structure

AB
n�1;n � BB

n�1;n
%SS ¼

0n�n In � � � 0n�n

0n�n 0n�n � � � 0n�n

..

. ..
.

� � � ..
.

0n�n 0n�n � � � In

�½$ sn�1dn� �½$ sn�2dn� � � � �½$ s1dn�

2
6666666664

3
7777777775

ð82Þ

where the asterisks denote inessential n� ðn� 1Þ matrices. On the other hand, the structure of
matrix AB

n�1;1 � BB
n�1;1s

T is

AB
n�1;1 � BB

n�1;1s
T ¼

0 1 � � � 0

0 0 � � � 0

..

. ..
. ..

. ..
.

0 0 � � � 1

�sn�1 �sn�2 � � � �s1

2
6666666664

3
7777777775

ð83Þ

From these it is easily verified that matrix

M ¼

dn 0n�1 � � � 0n�1

0n�1 dn � � � 0n�1

..

. ..
. ..

. ..
.

0n�1 0n�1 � � � dn

2
6666664

3
7777775
2 Rðn�1Þn�ðn�1Þ ð84Þ

satisfies identity (76), and the lemma is proved. &
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Theorem 3.10
Consider the linear delay system (42) and its state zero-dynamics, defined by (60) with
zðtÞ � 0; and the zero-dynamics, defined by both (60) and (56) with zðtÞ � 0: The following
statements are true:

(i) the state zero-dynamics is exponentially stable if and only if all eigenvalues of matrix
AB
n�1;n � BB

n�1;n
%SS defined in (73) are inside the open unit circle;

(ii) if the state zero-dynamics is exponentially stable then also the zero-dynamics is
exponentially stable.

Proof
The first assertion is proved by considering that, as previously discussed, the state zero-dynamics
of system (42) can be represented by the discrete time equation (72) on the Banach space Bðnþ1Þn:
Then, the eigenvalues of AB

nþ1;n � BB
nþ1;nS inside the open unit circle of the complex plane

provide a necessary and sufficient condition for exponential stability. The second assertion is
proved by considering the zero-dynamics represented by (70) on Bðnþ1Þnþn�1: By the assumption
of exponential stability of the state zero-dynamics it follows that all eigenvalues of
AB
nþ1;n � BB

nþ1;nS are inside the open unit circle, and by Lemma 3.9 it follows that also all
eigenvalues of matrix AB

n�1;1 � BB
n�1;1s

T are inside the open unit circle. As a consequence also the
transition matrix of (70), thanks to its triangular structure, has all eigenvalues in the open unit
circle. This implies exponential stability of the zero-dynamics of system (42). &

Theorem 3.11
If the linear delay system (42) has on exponentially stable state zero-dynamics, then the output
stabilizing feedback law (56) is such that both xðtÞ and uðtÞ exponentially go to zero.

Proof
By Theorem 3.10, the exponential stability assumption of the state zero-dynamics implies the
exponential stability of the zero-dynamics. This means that all eigenvalues of the transition
matrix in the representation (70) are inside the open unit circle. Standard results on linear
discrete time systems on Banach spaces allow to state that if the input *vvðkÞ is such that

jj *vvðkÞjj4rlk ; k50 ð85Þ

for some r > 0 and l 2 ð0; 1Þ then there exist m > 0 and *ll 2 ½l; 1Þ such that

jjxðkÞjj4mð rþ jj *WWð0ÞjjÞ*llk ; k50 ð86Þ

Recall that *vvðkÞT ¼ ½ *zzTðk þ nÞ *zzTðk þ nþ 1Þ� and that the control law (56) achieves exponential
decay of zðtÞ; so that inequality (85) holds for some r > 0 and l 2 ð0; 1Þ:

Moreover, from definitions (62), (65) and (71)

jj *xxðkÞjj4jjQ�1
0 jj � jj *WWðkÞjj4jjQ�1

0 jj � jjxðkÞjj

jj *uuðkÞjj4jj *UUðkÞjj4jjxðkÞjj; ð87Þ

so that from (86) exponential convergence to zero of both xðtÞ and uðtÞ easily follows. &
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4. MAIN RESULTS FOR NONLINEAR DELAY SYSTEMS

As in the case of linear delay systems, the state and input dynamics of nonlinear delay systems in
closed-loop with the feedback law (27) admit a representation with a discrete time system on a
Banach space. Recall that the assumptions (3) imply that the state xðtÞ ¼ 0; t 2 ½�D; 0�; is an
equilibrium point for system (1) and (2). Let

A0 ¼
@f ðw0; w1Þ

@w0

����
ðw0;w1Þ¼ð0;0Þ

; A1 ¼
@f ðw0; w1Þ

@w1

����
ðw0;w1Þ¼ð0;0Þ

; B ¼ gð0; 0Þ

C ¼
@hðw0Þ
@w0

����
w0¼0

ð88Þ

so that the linear system (42) can be seen as the linear approximation of system (1) and (2)
around the origin.

Recalling definitions (9) and considering that f ð0; 0Þ ¼ 0 and hð0Þ ¼ 0;

LiF H ð0Þ ¼ 0; i ¼ 0; 1; . . .

It follows that the map z ¼ FðX0;n�1Þ defined in (21) is such that Fð0Þ ¼ 0; and its linear
approximation around X0;n�1 ¼ 0 provides the linear map defined in (53), with matrices Qj built
up using Jacobian (88). In particular

@LiF H ðw0; . . . ; wiÞ
@w0

����
X0;i¼0

¼ CAi
0; i ¼ 0; 1; . . . ; n� 1 ð89Þ

and from this

@Fðw0; . . . ; wiÞ
@w0

����
X0;i¼0

¼ Q0 ð90Þ

where Q0 is the observability matrix of the pair ðA0;CÞ; defined in (54), non-singular if a type-II
relative degree n is assumed around the origin. Moreover, note that

g0ð0Þ ¼ CAn�1
0 B; and p0ð0Þ ¼

LnFH ðX0;nÞ
g0ðX0;nÞ

����
X0;n¼0

¼ 0

The functions pjðX0;nÞ for j ¼ 1; . . . ; n� 1; in the control law (28), when computed atX0;n ¼ 0
give back pjð0Þ ¼ sj; the coefficients defined in (50). The input dynamics can be written as

uðtÞ ¼ mðzðtÞ;X0;nðtÞÞ � ðsT þ *ppTðX0;nðtÞÞÞUn�1;1ðtÞ ð91Þ

where

mðz;X0;nÞ ¼ �
kTz

g0ðX0;nÞ
� p0ðX0;nÞ

*ppTðX0;nÞ ¼ *ppTðX0;nÞ � sT ð92Þ

so that *ppTð0Þ ¼ 0: The linear approximation of Equation (91) around the solution zðtÞ � 0;
xðtÞ � 0; uðtÞ � 0; gives back Equation (56).

The state dynamics (33) can be written in the co-ordinates wðtÞ ¼ Q0xðtÞ as

wðtÞ ¼ CðzðtÞ;wDðtÞ; . . . ;wðn�1ÞDðtÞÞ ð93Þ
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where

Cðz;o1; . . . ;on�1Þ ¼ F�1ðz;Q�1
0 o1; . . . ;Q�1

0 on�1Þ ð94Þ

The linear approximation of (93) around the solution zðtÞ � 0; xðtÞ � 0 gives Equation (61). It
follows that all the results presented in the previous section devoted to linear delay systems can
be applied to the stability analysis of the linear approximation of the state and input equations
of nonlinear delay systems with the output stabilizing control law (27).

In the following it will be shown that some assumptions on the global stability of the state
zero-dynamics imply a kind of global internal stability of the controlled nonlinear delay system.
The proof of this result is obtained using the linear stability analysis presented in the previous
section applied to the linear approximation of the state zero-dynamics. It should not be a
surprise that a local analysis helps in the proof of a global stability property: a stronger global
stability assumption has been made on the state zero-dynamics.

A first useful lemma is the following.

Lemma 4.12
Consider a nonlinear delay system (1)–(2) with uniform type-II relative degree and globally
partially invertible observability map (assumption H1). Assume that the equilibrium xðtÞ � 0 of
the state zero-dynamics (36a) is exponentially stable. Then, the linear approximation of the
zero-dynamics (36) around xðtÞ ¼ 0; uðtÞ � 0 is exponentially stable.

Proof
From the previous discussion, Equation (70), with *nnðkÞ � 0 is a representation of the linear
approximation of the zero-dynamics (36) around xðtÞ � 0; uðtÞ � 0: Moreover, the assumption
of exponential stability of the nonlinear state zero-dynamics implies exponential stability of the
linear approximation of the state zero-dynamics. From the assertion (ii) of Theorem 3.10 the
linear approximation of the zero-dynamics is exponentially stable. &

Differently from the case of linear systems, it is not obvious if the exponential stability of the
nonlinear state zero-dynamics (36a) implies that if zðtÞ asymptotically goes to zero, then also xðtÞ
asymptotically goes to zero. As a consequence, this kind of input-state stability for the output-
driven state dynamics (33) is a property that must be explicitly assumed, together with the
exponential stability of the state zero-dynamics.

Definition 4.13
The output-driven state dynamics (33) is said to be globally input-state asymptotically
(exponentially) stable if for all zðtÞ that asymptotically (exponentially) go to zero and for all
initial states, xðtÞ asymptotically (exponentially) goes to zero.

Remark 4.14
If the output-driven state dynamics (33) is globally input-state exponentially stable, then the
state zero-dynamics is exponentially stable and the transition matrix of the linear approximation
(68) has all eigenvalues inside the unit circle. On the other hand, if the linear approximation is
exponentially stable, then the state zero-dynamics is locally exponentially stable, and the output-
driven state dynamics (33) is locally input-state exponentially stable.
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As done for the output-driven input dynamics of linear delay systems with control law (56) also
the (output-driven) input dynamics of nonlinear delay systems can be written on the Banach
space Bðn�1Þ exploiting the same definitions given in (62) and (65), but in this case the transition
operator cannot be represented simply by a matrix in Rðn�1Þ�ðn�1Þ: Regarding X0;nðtÞ as a time-
varying parameter, Equation (41) can be written as a time-varying system on the Banach Space
Bðn�1Þ as follows:

*UUðk þ 1Þ ¼ ðAþSðkÞÞ *UUðkÞ � BB
n�1;1 *mmðkÞ ð95Þ

where A and SðkÞ are operators from Bn�1 to B; defined by

½A *UU�ðtÞ ¼ ðAB
n�1;1 � BB

n�1;1s
TÞ½ *UUðkÞ�ðtÞ

½SðkÞ *UUðkÞ�ðtÞ ¼ *ppTðX0;nððk þ nÞDþ tÞÞ½ *UUðkÞ�ðtÞ; t 2 ½�D; 0� ð96Þ

and the sequence *mmðkÞ 2 B is defined by

½ *mmðkÞ�ðtÞ ¼ mðzððk þ nÞDþ tÞ;X1;nððk þ nÞDþ tÞÞ; t 2 ½�D; 0�; ð97Þ

where *ppTðX0;nÞ and mðz;X1;nÞ have been defined in (92).
The following theorem is the main result on the internal stability of nonlinear delay systems

controlled with the output-stabilizing law (27).

Theorem 4.15
Consider the control law (27), with k Hurwitz, applied to a non-linear delay system (1)–(2) with
uniform type-II relative degree and globally partially invertible observability map (assumption
H1). Assume that the state zero-dynamics is globally exponentially stable and that the output-
driven state dynamics is globally input-state asymptotically stable (Definition 4.13). Then, both
the system variable xðtÞ and the input variable uðtÞ asymptotically go to zero.

Proof
Thanks to the control law (27), with k Hurwitz, the vector zðtÞ exponentially goes to zero. By the
assumption of global input-state asymptotic stability of the output-driven state dynamics, also
xðtÞ asymptotically goes to zero. The assumption of global exponential stability of the state zero-
dynamics implies that the linear approximation of the state zero-dynamics on the Banach space
Bðnþ1Þn is exponentially stable, and therefore that all eigenvalues of matrix AB

nþ1;n � BB
nþ1;nS; are

inside the open unit circle of the complex plane. Thanks to Lemma 3.9, also the eigenvalues of
matrix AB

n�1;1 � BB
n�1;1s

T that govern the linear approximation of the input dynamics (95) on
Bn�1; are inside the open unit circle. Now, note that representation (95) is of the same type of
the one described by Equation (A1)) in the appendix. Since zðtÞ; xðtÞ; and therefore X0;nðtÞ;
asymptotically go to zero, recalling that, from (92), *ppTð0Þ ¼ 0 and mð0; 0Þ ¼ 0; the sequence
jj *mmðkÞjj and jjSðkÞjj are bounded by sequences convergent to zero. Since the matrix AB

n�1;1 �
BB
n�1;1s

T has all eigenvalues inside the open unit circle, thanks to Lemma A.1, proved in the
appendix, it follows that the sequence jj *UUðkÞjj asymptotically tends to zero. This trivially implies
that uðtÞ asymptotically goes to zero, and the proof is complete. &

Remark 4.16
The local exponential stability of the state zero-dynamics, and hence the local input-state
exponential stability of the output-driven state dynamics, can be tested by evaluating the
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eigenvalues of matrix AB
n�1;n � BB

n�1;n
%SS: Global stability properties are much harder to

investigate.

5. AN EXAMPLE

Consider the following delay system of type (1) and (2)

’xx1ðtÞ ¼
x2ðtÞ

1þ x21ðt � DÞ
þ sx2ðt � DÞ

’xx2ðtÞ ¼ x1ðtÞx2ðt � DÞ þ uðtÞ

yðtÞ ¼ x1ðtÞ ð98Þ

where s is a constant parameter. According to definition 2.3 it is not difficult to show that this
system has uniform Type-II relative degree r ¼ n ¼ 2: Here follows the expression of g0ðX0;2Þ; as
defined in (11),

g0ðX0;2Þ ¼
1

1þ w21;1
=0; 8X0;2 2 R6 ð99Þ

The substitution X0;2 ¼ X0;2ðtÞ in the previous equation yields

g0ðX0;2ðtÞÞ ¼
1

1þ x21ðt � DÞ
ð100Þ

Following definition (21) the map z ¼ FðX0;2Þ can be easily constructed and can be shown to be
globally partially invertible, i.e. w0 ¼ F�1ðz;X1;2Þ exists 8z 2 R2 and 8X1;2 2 R4: After the
substitutions of X0;2 with X0;2ðtÞ and of X1;2 with X1;2ðtÞ; the maps F and F�1; for the given
example, are as follows:

zðtÞ ¼ FðX0;2ðtÞÞ ¼

x1ðtÞ

x2ðtÞ
1þ x21ðt � DÞ

þ sx2ðt � DÞ

2
64

3
75 ð101Þ

xðtÞ ¼ F�1ðzðtÞ;X1;2ðtÞÞ ¼
z1ðtÞ

ðz2ðtÞ � sx2ðt � DÞÞð1þ x21ðt � DÞÞ

" #
ð102Þ

The control law (27) has the following expression:

uðtÞ ¼ aðzðtÞ; xðtÞ; xðt � DÞ; xðt � 2DÞÞ þ bðxðtÞ; xðt � DÞÞuðt � DÞ ð103Þ

with

a ¼ ð1þ x21ðt � DÞÞ �kTzðtÞ � sx1ðt � DÞx2ðt � 2DÞ

"

þ
x2ðtÞx1ðt � DÞ

ð1þ x21ðt � DÞÞ2
x2ðt � DÞ

1þ x21ðt � 2DÞ
þ sx2ðt � 2DÞ

� �#
ð104Þ

b ¼ �sð1þ x21ðt � DÞÞ ð105Þ
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The gain vector kT ¼ ½k1 k2� is such to assign stable eigenvalues to the matrix

AB
2;1 � BB

2;1k
T ¼

0 1

�k1 �k2

" #
ð106Þ

Equation (102), when zðtÞ � 0; for t5D; defines the state-zero-dynamics of the system, and
together with (103) define the system zero-dynamics (see Equation (36)). According to the
results of Theorem 4.15, the convergence of the system variables (state and input) to zero is
guaranteed if the state-zero-dynamics is globally exponentially stable and if the dynamics given
by (102) is globally input-state asymptotically stable. Thanks to the continuity of the map F�1;
and suitably exploiting the first scalar equation ðx1ðtÞ ¼ z1ðtÞ; for t5D), it is not difficult to prove
that the null element of L1ð½�D;D�;R2Þ is a globally exponentially stable equilibrium point of
the state-zero-dynamics if and only if jsj51:Under the same condition on s it can be shown that
if zðtÞ asymptotically converges to zero then also xðtÞ asymptotically decays to zero. Thanks to
Theorem 4.15 it follows that if jsj51 then the feedback law (103), with stabilizing gain k; is such
to asymptotically drive to zero both the state and the input of system (98). All computer
simulations have shown that all system variables asymptotically go to zero when jsj51:

The results of two numerical simulations are presented below, in which two different values of
the parameter s are used. The delay D used in the simulations is D ¼ 0:1: In both simulations the
initial state for the system has been chosen as

xðtÞ ¼
1

�1

" #
; t 2 ½�0:1; 0� ð107Þ

The gain matrix kT in (103) used is kT ¼ ½20 9� (assigns eigenvalues l1 ¼ �4 and l2 ¼ �5 to
matrix (106)). The control law (103) is applied starting at time t ¼ 0:1:

Figures 1 and 2 report simulation results when s ¼ 0:5: Figure 1 shows the state evolution of
the controlled system. Note that the first state component, the system output, asymptotically
goes to zero with a typical two modes exponential decay. Also, the second system variable
asymptotically goes to zero, together with the input, depicted in Figure 2.

Figure 1. State evolution of the system for s ¼ 0:5:
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Figures 3 and 4 report simulation results when s ¼ 1:1: In this case some system variables
diverge. Figure 3 shows that the first state component exponentially goes to zero, exactly as in
the previous simulation, while variable x2 diverges. This happens because the state-zero-
dynamics is unstable. Also the input variable diverges in this case, as shown in Figure 4.

6. CONCLUDING REMARKS

The technique of exact I/O linearization, originally developed for nonlinear systems without
state delay, has been recently applied to nonlinear delay systems by means of a suitable
extension of the tools of the standard differential geometry [5–10]. Simultaneous I/O

Figure 2. Input evolution of the system for s ¼ 0:5:

Figure 3. State evolution of the system for s ¼ 1:1:
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linearization and delay cancellation can be obtained for systems that have a relative degree and
have stable zero-dynamics (internal state and input dynamics when the output is forced to be
zero). In this paper we pointed out that, unlike the case of systems without delay, for delay
systems the full relative degree property does not imply the absence of the zero-dynamics. The
stability of the state zero-dynamics in the case of full relative degree delay systems has been
studied for the first time in Reference [6]. In Reference [10] the authors discussed the issue of
stability of what in this paper is called state zero-dynamics (Equation (36a)) in the case of non-
full relative degree, while the issue of stability of the total zero-dynamics (Equations (36a) and
(36b)) was not investigated because the authors considered a class of systems (those with type-Ill
relative degree) that do not have input zero-dynamics. This paper explicitly considers delay
systems with full relative degree and with non-trivial state and input zero-dynamics. The main
result presented here is that a suitable stability assumption on the state zero-dynamics, a
necessary assumption for the applicability of the technique of exact I/O linearization with delay
cancellation, in the case of full relative degree implies the stability of the input zero-dynamics.
This implies the closed-loop stability of the nonlinear delay system, with the output zeroing
controller. Future work will involve the study of the internal state and input dynamics in the
case of not full relative degree.
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APPENDIX A

This appendix reports a convergence result on linear time-varying systems on Banach spaces
that is needed in the proof of Theorem 4.15). Note that the symbols used in this appendix do not
refer to quantities defined in the main body of the paper.

Figure 4. Input evolution of the system for s ¼ 1:1:
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Consider the Banach space S ¼ L1ð½�d; 0�;RÞ; and a linear time-varying system described by
the equation

xkþ1 ¼ ðAþ EkÞxk þBuk ; k50 ðA1Þ

where xk 2 Sn is the state, uk 2 Sp is the input sequence, and the operators A;Ek and B are
defined by

½Axk�ðtÞ ¼ AxkðtÞ; A 2 Rn�n

½Ekxk�ðtÞ ¼ EkðtÞxkðtÞ; EkðtÞ 2 Rn�n; t 2 ½�d; 0�

½Buk�ðtÞ ¼ BxkðtÞ; B 2 Rn�p ðA2Þ

where xkðtÞ 2 Rn and ukðtÞ 2 Rp; t 2 ½�d; 0�: The time-varying operator Ek belongs to Sn�n:
The norms jjxk jj and jjuk jj are defined by

jjxk jj ¼ sup
t2½�d;0�

jjxkðtÞ jj; jjuk jj ¼ sup
t2½�d;0�

jjukðtÞjj ðA3Þ

where jjxkðtÞjj and jjxkðtÞjj are the Euclidian norms in Rn and Rp; respectively.

Lemma A.1
Consider the linear time-varying discrete-time system described by Equation (A1), together with
a positive real %xx0 and two bounded sequences of positive reals fZðkÞg; fvðkÞg; k50; such that

ZðkÞ4*ZZ and lim
k!1

ZðkÞ ¼ 0

vðkÞ4%vv and lim
k!1

vðkÞ ¼ 0 ðA4Þ

for some positive %ZZ and %vv: If the matrix A that defines the operator A in (A2) has all eigenvalues
inside the open unit circle, then there exists a sequence of positive reals fcðkÞg satisfying

lim
k!1

cðkÞ ¼ 0 ðA5Þ

such that 8xð0Þ;Ek ; uk bounded by %xx0; ZðkÞ; vðkÞ; respectively, i.e.

jjx0jj4 %xx0; jjEk jj4ZðkÞ; jjuk jj4vðkÞ 8k50 ðA6Þ

the following inequality is satisfied:

jjxðkÞjj4cðkÞ 8k50 ðA7Þ

Proof
When the input sequence fukg is identically zero in the linear system (A1), the following
inequality holds:

jjxk jj4ðjjAjj þ *ZZÞk�jjjxjjj 8k5j50 ðA8Þ

and the free state evolution is characterized by a bounded transition operator:

xk ¼ Fðk; jÞxj; k5j50 ðA9Þ

It follows that

jjFðk; jÞjj4ðjjAjj þ %ZZÞk�j 8k5j50 ðA10Þ
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The first step to prove the lemma is to show that the assumption on the eigenvalues of matrix A
implies existence of a positive m and of a l 2 ð0; 1Þ such that

jjFðk; jÞjj4mlk�j; k5j50 ðA11Þ

From the stability of matrix A it follows that there exists a pair of symmetric positive definite
matrices P and Q such that

ATQA� Q ¼ �P and
lminðP Þ
lMaxðQÞ

51 ðA12Þ

The inequality in (A12) is true because Q5P (note that Q� P ¼ ATQA50), and therefore
lMaxðQÞ5lminðP Þ:

Consider now the positive definite function V ðxkÞ defined

V ðxkÞ ¼ sup
t2½�d;0�

xTk ðtÞQxkðtÞ ðA13Þ

Note that

lminðQÞjjxk jj
24V ðxkÞ4lMaxðQÞjjxk jj

2 ðA14Þ

From the identity

xTkþ1ðtÞQxkþ1ðtÞ ¼ xTk ðtÞA
TQAxkðtÞ þ xTk ðtÞð2E

T
k ðtÞQAþ ET

k ðtÞQEkðtÞÞxTk ðtÞ ðA15Þ

after substitution of AQAT with Q� P ; and considering that, for x 2 Rn;

�xTPx4�
lminðP Þ
lMaxðQÞ

xTQx; jjxjj24
1

lminðQÞ
xTQx ðA16Þ

it follows that

xTkþ1ðtÞQxkþ1ðtÞ4 1�
lminðP Þ
lMaxðQÞ

þ
2jjEkðtÞjj � jjQjjðjjAjj þ jjEkðtÞjjÞ

lminðQÞ

� �
xTk ðtÞQxkðtÞ ðA17Þ

Taking the supremum over ½�d; 0�

V ðxkþ1Þ4 1�
lminðP Þ
lMaxðQÞ

þ
2jjEk jj � jjQjjðjjAjj þ jjEk jjÞ

lminðQÞ

� �
V ðxkÞ ðA18Þ

By assumptions (A4) and (A6) jjEk jj ! 0; so that there exists an integer %kk and r 2 ð0; 1Þ such that

2jjEk jj � jjQjjðjjAjj þ jjEk jjÞ
lminðQÞ

4r5
lminðP Þ
lMaxðQÞ

8k5 %kk ðA19Þ

It follows that

V ðxkþ1Þ4sV ðxkÞ 8k5 %kk ðA20Þ

where s 2 ð0; 1Þ is defined by

s ¼ 1�
lminðP Þ
lMaxðQÞ

þ r ðA21Þ

and for k5j5 %kk; we have

V ðxkÞ4sk�jV ðxjÞ ðA22Þ
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and from (A14)

jjxk jj4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lMaxðQÞ
lminðQÞ

s
lk�jjjxjjj ðA23Þ

with l ¼
ffiffiffi
s

p
51: Recalling inequality (A9) and defining

m ¼ max
ðjjAjj þ %ZZÞ

l

� � %kk

;
1

l
%kk
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lMaxðQÞ
lminðQÞ

s( )
ðA24Þ

it is easy to check that

jjxk jj4mlk�jjjxð jÞjj 8k5j50 ðA25Þ

and from this inequality (A11) is proved for all k5j50:
When the input is not identically zero, the state evolution is written

xk ¼ Fðk; 0Þx0 þ
Xk�1

j¼0

Fðk; jþ 1ÞBuj ðA26Þ

and therefore

jjxk jj4mlk jjx0jj þ
Xk�1

j¼0

mlk�j�1jjBjj � jjujjj ðA27Þ

Let

cðkÞ ¼ mlk %xx0 þ
Xk�1

j¼0

mlk�j�1jjBjjvð jÞ ðA28Þ

By construction cðkÞ is such that (A7) holds. It remains to prove that cðkÞ asymptotically goes to
zero, i.e., for any e > 0 there exists a ke such that 8k5ke it is cðkÞ5e: To this aim, rewrite cðkÞ
setting k � j� 1 ¼ i

cðkÞ ¼ mlk %xx0 þ
Xk�1

i¼0

mlijjBjjvðk � i� 1Þ ðA29Þ

and split the summations as follows:

cðkÞ ¼mlk %xx0 þ
Xne
i¼0

mlijjBjjvðk � i� 1Þ

þ
Xk�1

i¼neþ1

mlijjBjjvðk � i� 1Þ ðA30Þ

The first term in expression (A30) tends to zero (recall that l ¼
ffiffiffi
s

p
2 ð0; 1ÞÞ; therefore there

exists k1;e such that 8k5k1;e we have mlk %xx04e=3: As for the third term in (A30), we have

Xk�1

i¼neþ1

mlijjBjjvðk � i� 1Þ4
X1

i¼neþ1

mlijjBjj %vv ¼
mjjBjj %vvl
1� l

lne ðA31Þ
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Since l 2 ð0; 1Þ; it is easy to choose ne such that

mjjBjj%vvl
1� l

lne4
e
3

ðA32Þ

As for the second term in (A30), defining

%wwðkÞ ¼ sup
i2½0;ne�

vðk � i� 1Þ ðA33Þ

we have Xne
i¼0

mlijjBjj %uuðk � i� 1Þ4ðne þ 1ÞmjjBjj %wwðkÞ ðA34Þ

Now, by assumption (A4), %wwðkÞ goes to zero and therefore there exists k2;e such thatXne
i¼0

mlijjBjjvðk � i� 1Þ4
e
3

8k5k2;e ðA35Þ

As a result, denoting ke ¼ maxfk1;e; k2;eg we have that

cðkÞ4e 8k5ke ðA36Þ

and this concludes the proof. &
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