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Abstract

In this paper, we study fault-tolerant multicasting in mul-
tistage interconnection networks (MINs) for constructing
large-scale multicomputers. In addition to point-to-point
routing among processor nodes, efficient multicasting is
critical to the performance of multicomputers. This paper
presents a new approach to provide fault-tolerance mul-
ticasting, which employs the restricted header encoding
schemes. The proposed approach is based on a recursive
scheme in order to send a multicast packet to the desired
destinations detouring faulty element(s). In the proposed
fault-tolerant multicasting, a multicast packet is routed to
its own destinations in only two passes through the MIN hav-
ing a number of faulty elements by exploiting its nonblocking
property.

1. Introduction

Multistage interconnection networks (MINs) are popular
and efficient interconnection for large-scale multicomputers,
such as IBM SP1/SP2 [12] and NEC Cenju-3 [5]. Many of
them are a class of networks which consist of log2 N stages
of 2 � 2 switching elements connecting N input ports to
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N output ports. These networks have the property of full
access capability that any output can be reachable from any
input in a single pass through the network. In addition, there
exist a unique path between any pair of input and output in
these networks. The unique path property helps the use
of a simple and efficient routing algorithm for setting up
connections.

However, any single fault on a link or a switching ele-
ment (SE) of these networks may cause to destroy the full
access property. Interconnection networks have the feature
of fault-tolerance if they can sustain to provide connection
in spite of having faulty components. Fault-tolerance cri-
terion for networks in this paper is preserving full access
capability [2, 13].

To achieve fault-tolerance in MIN-based multicomput-
ers, there are two alternative approaches. The first is to
add SEs and/or links in the network [1, 10], which provide
multiple paths to detour faulty elements. In this scheme,
the failure of SE(s) and/or link(s) in the network causes
reconfiguration of the network in order to preserve full ac-
cess capability. The reconfigured network by such scheme
has the same communication capability as the original net-
work. However, this scheme renders an enormous waste
of resources [13] or the modification of its original rout-
ing algorithm. In addition, extra logics to tolerate faults
may cause irregularity in designing the internal structure;
this results in decreasing the modularity of its structure for
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multicomputers.
Instead of augmenting additional elements, the second is

to expense routing overhead in order to minimize the loss
of resources [6, 13]. Thus, the influence of the faulty SE(s)
and/or link(s) can be decreased by allowing multiple passes
through the network. The network is known to possess
dynamic full access capability if every output can be reach-
able from every input in a finite number of passes, as routing
the packet through intermediate outputs if necessary [13].
Even though a single fault destroys the full access capability,
some faults do not destroy the dynamic full access capabil-
ity. A routing algorithm is known as recursive scheme,
which allow routing through intermediate destinations and
recycling through the network. Without loss of resources, in
this scheme, a destination can be reachable from its source
detouring faulty element(s).

In this paper, we propose fault-tolerant multicasting in
MIN-based multicomputers. While unicasting means that a
source node delivers a packet to only one destination node.
multicasting means that the same packet is delivered from
a source to an arbitrary number of destinations. In many
multicomputer systems, it is important to provide multicas-
ting as well as unicasting [8, 9]. The proposed multicasting
employs the restricted header encoding schemes in order to
specify packet’s destinations and is based on the recursive
scheme which allows a packet recycle at the output to its
input in order to send its own destination. The proposed
fault-tolerant multicasting exploits the intrinsic nonblock-
ing property of the MIN. Hence, a multicast packet is routed
to its own destinations in only two passes in the MIN having
certain fault sets which satisfy some conditions.

The structure of this paper is organized as follows. The
next section describes the MIN topology, its intrinsicproper-
ties, and the restricted header encoding schemes as a system
model. Section 3 describes the fault model and terminolo-
gies used in this paper. In Section 4 a fault-tolerant multicas-
ting is proposed under certain fault-set environment, which
is based on the recursive scheme. Section 5 concludes the
paper.

2. System Model

This section describes the MIN topology of multicom-
puters, its intrinsic properties, and the restricted header en-
coding scheme.

2.1. Basic Architecture

The MIN is an N � N interconnection network with
n = log2 N stages. Each stage containsN=2 (2�2) switch-
ing elements (SEs). The stages are labeled in a sequence
from (n � 1) to 0 with (n � 1) for the first stage. The N
input/output ports at each stage are labeled using n binary

digits (an�1an�2 � � �a0), within each stage starting from the
top. And the SEs at each stage are labeled using (n � 1)
binary digits (an�1an�2 � � �a1) starting from the top.

The MIN that we consider in this paper has butterfly in-
terconnection patterns between stages, and a perfect shuffle
interconnection pattern between input controllers and stage
(n� 1), as shown in Figure 1. In MIN-based multicomput-
ers, output links at the final stage are connected to processing
nodes through external links, hence packets can be recycled
through the MIN.
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Figure 1. A MIN-based multicomputers

The MIN has the following property on account of its
interconnection patterns.
Property 1 L et the source and destination of a packet be

a = an�1an�2 � � �a0 and b = bn�1bn�2 � � �b0, respectively.
In stage i, the SE bn�1 � � � bi+1ai�1 � � �a1a0 is used for the
packet, the bith output port of the SE is selected.

2.2. Nonblocking Properties

The MIN considered in this paper is topologically equiv-
alent to the omega network [14]. We can easily analogize
the following two nonblockingproperties from the results of
omega network [3]. We represent the source and destination
of a packet pi as si and di, respectively.
Property 2 A ssume that si > sj and di > dj. If the

difference between two source addresses is not greater than
the difference between two destination addresses, that is,
si � sj � di � dj, then two packets cannot induce any
blocking in the MIN.

Definition 1 Smsb(a; b) is the number of bits which are
identical from n� 1 to 0 in the binary expansions of a and
b, and Slsb(a; b) is the number of bits which are identical
from 0 to n� 1.



Property 3 T wo packets pi and pj cannot induce any block-
ing in the MIN if and only ifSlsb(si; sj)+Smsb(di; dj) < n.

2.3. Restricted Header Encoding Scheme

The restricted header encoding scheme constructs a mul-
ticast routing header from reachable destinations which are
restricted into a single cube or a single region in the MINs.

As one of the restricted header encoding scheme, a cube
encoding specifies arbitrary destination addresses form-
ing a single cube C. The multicast routing header for
the cube encoding scheme is specified by fR;Mg, where
R = rn�1 � � �r1r0 contains the routing information and
M = mn�1 � � �m1m0 contains the multicast information
[4]. To handle the multicast header fR;Mg, an SE at stage
i (0 � i � n � 1) examines ri and mi. If mi is 0, the
normal unicast routing is performed according to ri. If mi

is 1, ri is ignored and the broadcast is performed.
Other restricted header encoding scheme is a region en-

coding scheme which specifies arbitrary consecutive des-
tination addresses forming a single region [7, 11]. The
multicast routing header by the region encoding scheme in-
dicates the minimum and maximum addresses of consecutive
destination addresses. An SE in the MIN has the capabil-
ity that handles the header with the minimum and maxi-
mum addresses. Suppose that an SE at stage i received
a packet with the header containing the two addresses:
mini+1 = mn�1 � � �m1m0 and maxi+1 =Mn�1 � � �M1M0,
where the argument (i + 1) denotes an SE in stage (i + 1)
from where the packet came to stage i. The decision for
packet routing and replication is described as follows:

1. If mi = Mi = 0 or mi = Mi = 1, then send the
packet out on port 0 or 1, respectively.

2. If mi = 0 and Mi = 1, then replicate the packet,
modify the headers, and send both packets out on both
ports.

These rules that mi0 = Mi0 ; i < i0 � n � 1 hold for
every packet which arrives at stage i; 0 � i � n � 1. The
modification of a packet header is done according to the
following recursion :
� mini = mini+1 = mn�1 � � �m1m0;

maxi = Mn�1 � � �Mi+101 � � �1

�

for the packet sent out on port 0, and
� mini = mn�1 � � �mi+110 � � �0;

maxi = maxi+1 =Mn�1 � � �M1M0

�

for the packet sent out on port 1, at stage i.

3. The Faulty Model and Terminologies

We assume that SEs in stage (n�1) or 0 cannot be faulty,
otherwise packets with some sources and destinations alway

cannot be routed. We also assume that the mean time to
repair faults is quite large.

The destination group is a set of destinations such as a
region or a cube. The group packet is the packet routed to a
destination group from a source.
Definition 2 The binary relation <D is defined between

two destination groups D1 and D2 as follows:
D1 <D D2 if and only if d1 < d2 for all d1 and d2 such that
d1 2 D1 and d2 2 D2.

M (�) andL(�) are a set of addresses whose most signif-
icant bits are�, and a set of addresses whose least significant
bits are �, respectively. Thus, M (0) and M (1) are disjoint
groups. Similarly, L(0) and L(1) are also disjoint groups.

Definition 3 D� is defined as a set of destination groupsDs
such that at least one destination in D is an element of the
set M (�n�1). D�̄ is defined as a set of destination groups
Ds such that any destinations in D are not in M (�n�1).

Let A = fs1; : : : ; smg be a set of source addresses satis-
fying that s1 < s2 < � � � < sm, and B = fD1; : : : ; Dng be
a set of destination groups, satisfying that D1 <D D2 <D

� � � <D Dn. The notation A)k B means that each packet
is routed from a source si to a destination group Di, for all
i, 1 � i � k, where 1 � k � m and 1 � k � n.

A faulty SE at stage i is represented by f = �� or
�n�1 � � ��i+1�i�1 � � ��0. Therefore, each packet whose
source is in L(�) and destination is in M (�) always passes
the faulty SE �� in banyan network, according to Property
1. Consequently, if such packets are excluded, the faulty SE
cannot induce any problem in routing.

4. Fault-Tolerant Multicasting in MINs

In this section, we propose fault-tolerant multicasting in
MIN-based multicomputers with certain fault set.

4.1. On Region Encoding Scheme

Definition 4 Let R1 and R2 be two regions satisfying that
R1 <D R2. R2�R1, is defined the value of dmin2�dmax1

where dmin2 and dmax1 are the minimum destination in R2

and the maximum destination in R1.
For example, if R1 = [0000; 0010]; R2 = [0100; 0100],

then R2 � R1 = 0100� 0010 = 2.

Fault-Tolerant Multicasting I (FTM-I)
Phase 1: Copy from the source to 2k consecutive in-
termediate destinations SR through the MIN, where k =
max(jD�j; jD�̄j). The start address is randomly selected
within the restriction that all the consecutive intermediate
destinations are in M ( ¯�n�1) if the source is in L(�).
Phase 2: Route the recycled copies from SR to the regions
as follows :



� Case 1 : A1 )jD�j D� if A1 = faja 2 SR and
a 2 L(�̄0)g.

� Case 2 : A2 )jD�̄j D�̄ if A2 = faja 2 SR and
a 2 L(�0)g.

In Figure 2, an example of the second phase is shown,
where source 0 sends a multicast packet to destinations
f1; 3; 4; 7;8; 10; 11;14g in a banyan network with a faulty
SE 000 at stage 2. Thus, � is 0 and � is 00. There-
fore, D� = f[0001; 0001]; [0011;0100]; [0111;1000]g and
D�̄ = f[1010; 1011]; [1110; 1110]g. jD�j = 3, jD�̄j = 2,
and k = 3. During the first phase, source 0 sends a copy
to 6 intermediate destinations SR = f8; 9; 10; 11; 12; 13g.
Although the source 0 is in L(�) or L(00), destinations are
not in M (0) and then the packet does not pass the faulty
SE. In this case, the start address 8 is randomly selected. In
the second phase, A1 = f9; 11; 13g and A2 = f8; 10; 12g.
The thick solid lines of Figure 2 shows the case 1 in
which the recycled sources 9; 11, and 13 in A1 send their
own copies of the multicast packet to destination groups
[0001; 0001]; [0011; 0100], and [0111; 1000] in jD�j, re-
spectively. The dotted lines shows the case 2 in which the
recycled sources 8 and 10 in A2 send copies to destination
groups [1010; 1011] and [1110; 1110] in jD�̄j, respectively.
Note that the recycled source 12 of the first phase discards
its packet.
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Figure 2. An example of the routing phase in
FTM-I

Lemma 1 Let si and sj be the source addresses of two
group packets, and Ri and Rj be their destination regions,
respectively. Assume that s(i) < s(j) and Ri <D Rj. If
sj � si � Rj � Ri, then two group packets cannot induce
any blocking.

Proof : By Definition 4, it is clear that sj � si �

Rj � Ri � dj � di for all d1 and d2 such that di 2 Ri and
dj 2 Rj. Therefore, two group packets cannot induce any
blocking according to Property 2, if sj � si � Rj � Ri. �

Lemma 2 Blocking cannot occur between any two group
packets whose sources are in L(0) and L(1) respectively, if
their destination groups D1 and D2 are disjoint.
Proof : We consider it for any two packets whose desti-

nations are d1 = d1
n�1 � � �d

1
0 2 D1 and d2 = d2

n�1 � � �d
2
0 2

D2. Based on Property 1, two packets cannot pass the same
SE in stage j, n � 1 � j � 1. If d1

j = d2
j, n � 1 � j � 1,

they encounter the same SE d1
n�1 � � �d

1
1 in stage 0. SinceD1

and D2 are disjoint, d1 6= d2. Hence, two packets are routed
to different output ports d1

0 and d2
0 at the SE. Therefore, two

packets cannot induce any blocking in all stages. �

Lemma 3 The total number of regions that can be composed
of k bit destinations is less than or equal to 2k�1.
Proof of Lemma 3 is trivial.

Theorem 1 Algorithm FTM-I with the region encoding
scheme can route a multicast packet with any arbitrary set
of destination groups in two phases across the MIN having
a single faulty SE at stage i, n � 2 � i � 1.

Proof : We first consider the routing possibility of any

arbitrary set of destination groups. The maximum number
of consecutive destinations in the first phase are guaranteed
to be 2n�1 at the worst case that the source is in L(�).
Besides, both jD�j and jD�̄j are less than or equal to 2n�2

respectively, according to Lemma 3. Thus, jA1j � jD�j in
the case 1 and jA2j � jD�̄j in the case 2. Therefore, FTM-I
can route any arbitrary set of destination groups if routing
problems do not occur.

Routing problems that may occur in the faulty MIN are
the blocking and the packet passing the fault. We prove
that such problems cannot occur in two phases. In the first
phase, sources inL(�) cannot allowed to send a copy to any
destination in M (�n�1). Thus, packets that such sources
send do not pass any SE �n�1�,including the faulty SE, at
stage i where jj = n � i � 2. Obviously, packets whose
sources are not in L(�) don’t pass the faulty SE at stage
i. Moreover, it is clear that a single group packet does not
induce any blocking.

In the second phase, all the packets cannot pass the faulty
SE, since the SE that can be used in routing at any stage
is �n�1�̄0, �̄n�1�̄0, or �̄n�1�0, where jj = n � 3.
There is no blocking between any two group packets in the
case 1 and the case 2 respectively according to Lemma 2.
Let the active sources and the regions of group packets
in the case 1 be two ordered sets as fs1; s2; : : : ; sxg and
fR1; R2; : : : ; Rxg, respectively. It is clear that sj+1�sj = 2
and Rj+1 � Rj � 2 for any j such that 1 � j < x.
Consequently, sk � sj � Rk � Rj, 1 � j < k � x, since
the number of destinations in each region is greater than or



equal to 1. Therefore, blocking cannot occur among the
group packets in the case 1. It can be analogized that there
is no blocking in the case 2 by similar arguments to the case
1. �

4.2. On Cube Encoding Scheme

A set of regions that represent all the destinations of
a multicast packet satisfies the relation <D between adja-
cent regions. However, any arbitrary set of cubes does not
so and may cause routing to be more complex. The cube
C = cn�1cn�2 � � � c0, where cj 2 f0; 1; �g; n� 1 � j � 0
satisfying the following condition is called the least signifi-
cant bit ordered (LSBO) cube.

� If cj = �, then ck = �, for all k such that j > k � 0

For example, 00 � �� is LSBO cube, but 00 � 0� is not. Let
S = fC1; C2; : : :Cmg be an ordered set of LSBO cubes that
represent any arbitrary multicast destinations. It is clear that
Cj <D Ck for j; k such that 1 � j < k � m.

Fault-Tolerant Multicasting II (FTM-II)
Assume that a set of LSBO cubes represents multicast des-
tinations.
Phase 1: Copy from the source to a single cube SC
with 2k consecutive intermediate destinations through the
MIN, where k is the maximum number of 2dlog2 jD

�je and
2dlog2 jD

�̄je. The cube SC is randomly selected within the
same restriction as that of FTM-I.
Phase 2: Route the recycled copy from SC to the LSBO
cubes with the appropriate routing headers as follows :

� Case 1 : A1 )jD�j D� if A1 = faja 2 SC and
a 2 L(�̄0)g.

� Case 2 : A2 )jD�̄j D�̄ if A2 = faja 2 SC and
a 2 L(�0)g.

The remaining (2k� jD�j � jD�̄j) destinations in SC dis-
card their packets.

4.3. Under Certain Fault Set

We consider fault-tolerant multicasting in the MIN with
certain fault set.

Definition 5 Let f1 and f2 be any two faulty SEs,
which they are represented as �1

n�1 � � ��
1
i+1�

1
i�1 � � ��

1
0 and

�2
n�1 � � ��

2
i+1�

2
i�1 � � ��

2
0 . �-match is defined if Smsb > 0

and �-mismatch is otherwise. Also, �-match is defined if
Slsb > 0 and �-mismatch is otherwise.

Using the previous approaches FTM-I and FTM-II, any
multicast packet is sent to its own destinations without
blocking through the MIN having a certain fault set.

4.3.1. In case of �-match and �-match

In Figure 3, an example of the second phase is shown,
where source 0 sends a multicast packet to destinations
f1; 2; 3; 7;8; 10; 11; 14g in a MIN with a faulty SE 000
at stage 1 and 010 at stage 2. Thus, �n�1 is 0 and
�n�1 is 0. Therefore, D� = f0001; 001�; 0111g and
D�̄ = f1000; 101�; 1110g. jD�j = 3, jD�̄j = 3, and
k = max(2dlog2 3e; 2dlog2 3e) = 4. During the first phase,
source 0 sends a copy to a single cube 1 � �� with 8 des-
tinations. In the second phase, the recycled source 9; 11,
and 13 inA1 send their own recycled copies of the multicast
packet to destination groups 0001; 001�, and 0111 in D�,
respectively. the recycled source 8; 10, and 12 in A2 send
their own recycled copies to destination groups 1000; 101�,
and 1110 in D�̄, respectively. While the recycled sources
14 and 15 discard their packets.
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Figure 3. An example of �-match and �-match

In case of �-match and �-match, any multicast packet
is sent to its own destinations without blocking through the
MIN having two or more faulty SEs. It is because �n�1 is
always same and �n�1 is, too.

4.3.2. In case of �-mismatch and �-mismatch

In the first phase, the source s sends a multicast packet to
M (fkn�1) such that s0 6= fk0 , where k is 1 or 2. In Figure 4,
an example of the first phase is shown, where source 1 sends
a multicast packet to destinationsf1; 2; 3; 7;8; 10; 11;14g in
a MIN with a faulty SEs 001 and 100 at stage 2.

In the second phase, the destinations 8; 10; 12; 9; 11; 13
send their own recycled copies of the multicast packet to
0001; 001�; 0111;1000; 101�;1110, respectively.
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Figure 4. An example of �-mismatch and �-
mismatch

Lemma 4 Let MCk be the number of cubes that can be
composed of k bit destinations. Then, MCk � 2k�1.

Proof : It can be proved by induction on k. It is clear

that the property is true for k = 1, sinceMC1 = 1. Assume
that it is true for k � 1. Let C0

k and C1
k be two sets of

cubes of which k bit destinations are in M (0) and M (1)
respectively. By the assumption, jC0

kj � 2k�2 and jC1
kj �

2k�2. If there are two cubes Ca = 0a1a2 � � �ak�1 2 C0
k

and Cb = 1b1b2 � � �bk�1 2 C1
k where aj ; bj 2 f0; 1; �g and

aj = bj , for all j such that 1 � j � k � 1, then such cubes
are merged into a single cube �a1a2 � � �ak�1. Therefore,
MCk � jC0

kj+ jC1
kj � 2k�1. �

Lemma 5 Let a and b be two n-bit numbers such that
a < b. Then, Slsb(a; b) � log (b� a).

Proof : Let k = Slsb(a; b). Then, a and

b can be represented by an�1an�2 � � �akck�1 � � � c0 and
bn�1bn�2 � � � bkck�1 � � �c0 respectively. Thus, b � a � 2k,
and accordingly Slsb(a; b) = k � log (b � a) �

Lemma 6 Let S = fC1; C2; : : : ; Cmg be an ordered set of
LSBO cubes. Smsb(Ca; Cb) � n � log (b� a + 1) � 1, if
b > a.

Proof : Let k = Smsb(Ca; Cb). Since Ca <D Cj <D

Cb, Smsb(Ca; Cj) � k, for all j such that a < j < b. Thus,
the most significant k bits of the cubes Cj; a � j � b are
identical. Considering the remaining n�k bits, the number
of such cubes, that is b�a+1, must be less than or equal to
the maximum number of cubes that composed of addresses
with n � k bits. By Lemma 4, b � a + 1 � 2(n�k)�1.
Consequently, Smsb(Ca; Cb) = k � n� log (b� a + 1)�
1. �

Theorem 2 FTM-I and FTM-II can route a multicast packet
with any arbitrary set of destination groups in two phases
across the MIN having some faulty SEs.

Proof : By the similar argument to Theorem 1, the

following facts can be proved.

� 2n�2 � jA1j � jD�j in the case 1 and 2n�2 � jA2j �
jD�̄j in the case 2.

� Any packet cannot pass the faulty SE in the first and
the second phases.

� There is no blocking in the first phase.

� Any two group packets in the case 1 and the case 2
respectively, do not induce any blocking.

We consider blocking problems among the group packets
in the case 1 of the second phase, those in case 2 are similar.
Let the active sources and the cubes of group packets in the
case 1 be two ordered sets as fs1; s2; : : : ; sjD�jg and SC =
fC1; C2; : : : ; CjD�jg, respectively. Assume that 1 � j <
k � jD�j. By Lemma 5, Slsb(sj ; sk) � log (sk � sj) =
log (2(k � j)). Smsb(Cj; Ck) � n� log (k � j + 1)�1 by
Lemma 6. Consequently,Slsb(sj ; sk)+Smsb(Cj; Ck) < n.
According to Property 3, blocking cannot occur among the
group packets in the case 1. �

5. Conclusions

In this paper, we proposed fault-tolerant multicasting in
the wrap-around MIN for large-scale multicomputers. The
proposed algorithms can employs both region and cube en-
coding schemes as the header encoding scheme. They are
based on a recursive scheme in order to send a multicast
packet to the desired destinations. A multicast packet is
routed to its own destinations in only two passes on the
MIN having a certain fault set. It has been proved that these
algorithms can route any arbitrary multicast destinations
without any blocking, by exploiting well-known nonblock-
ing properties of MIN. The proposed approach can be easily
applied to wormhole or virtual cut-through routed MINs for
multicomputers.
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