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OFDM Allocation Optimization for Crosstalk
Mitigation in Multiple Free-Space Optical

Interconnection Links
Dima Bykhovsky and Shlomi Arnon

Abstract—The growing demand for high interconnection speed
in next-generation computers is driving the technology-shift
for communication from the electronic to the optic domain.
One of the favored interconnection technologies for this task
is the free-space optical interconnect (FSOI). FSOI technology
uses laser links between computer components and provides
a lower bound on propagation delay due to the low index
of refraction of air, when compared with the indices common
in waveguide technologies. FSOIs based on DC-biased optical
orthogonal frequency-division multiplexing (DCO-OFDM) may
provide excellent data throughput in intensity modulation/direct
detection (IM/DD) systems. However, the main drawback limiting
the implementation of FSOIs is the inevitable trade-off between
interconnection density and the crosstalk level, resulting from the
diffraction effect and from optical misalignment. The purpose of
this paper is to promote improved interconnection density of
such FSOIs by use of inherent DCO-OFDM resource allocation
capabilities. The crosstalk-resulted interference was formulated
as joint multi-link bit-and-power allocation optimization. The
theoretical analysis reveals general guidelines for dense FSOI.
Further, a reduced-complexity numerical sub-optimal algorithm
for joint multi-link bit-and-power allocation was proposed. The
simulation results show that the proposed suboptimal algorithm
outcome is close to the theoretical optimal performance.

Index Terms—discrete multitone modulation, DMT, OFDM,
DCO-OFDM, FSOI, free-space optical interconnect, crosstalk,
interference avoidance, multi-access communication, parallel op-
tical interconnect

I. INTRODUCTION

NEXT-generation computers will require ultra-high data-
rates and low-latency interconnection links. The current

communication solutions are based on multi-transceiver arrays
interconnected by fiber ribbons. The recent implementations
include numerous fiber-interconnected lasers and detectors
organized as an array on a single chip. For example, Doany et.
al. [1] implemented 48 transceivers in a 4×12 array chip and
Benjamin [2] et. al. manufactured a chip with 168 transceivers.
One of the promising next-step technologies for such links
is the free-space optical interconnect (FSOI) [3]. FSOIs are
the links in a technology for transmitting information without
a waveguide, in which multiple beams propagate between
the communicating components through free space (Fig. 1a).
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Fig. 1. (a) An example of a typical FSOI configuration that includes a 2D
transceiver array [8], (b) a detailed illustration of the transceiver array, showing
laser-based transmitters, each with a collimating lens and photodiode-based
receivers, each with a concentrating lens [7].

FSOIs are a prominent subject of both past [3], [4], [5], [6],
[7] and ongoing research [8], [9], [10], [11] due to their
advantages over their waveguide counterpart. These include
fewer physical contact points between the laser diode and
the receiver, low weight and low propagation latency due to
the low index of refraction of air, when compared with the
indices common in waveguide technologies [3]. Moreover,
sophisticated free-space switching may be applied for dynamic
optical connections reconfiguration [5], [6], [8].

However, FSOIs are limited in interconnection distance,
scalability and interconnection density, mainly due to the
crosstalk and power degradation that typically result from axial
misalignment and from the inevitable diffraction effect. The
mentioned limitations of FSOI may be partially overcome
in a number of ways. For example, the correction of axial
misalignment can be achieved using active optical elements
such as micro-electro-mechanical systems (MEMS) [8]. An
additional approach applies wavelength reuse in order to
provide denser interconnections [9]. Another simple tactic
to reduce the optical crosstalk is to increase the separation
between the transmitters/receivers in the transmitter/receiver
array [12]. An alternative method for the mitigation of the
crosstalk effect in multiple FSOI links uses advanced signal
processing algorithms. Such algorithms include multiple-input
multiple-output (MIMO)-based communication with [13], [14]
or without [15] space-time coding (STC).

A further alternative that could mitigate these limitations,
which is investigated in this paper, is to implement FSOI
with orthogonal frequency-division multiplexing (OFDM)-
based links. Intensity-modulation/direct-detection (IM/DD)
DC-biased optical OFDM (DCO-OFDM) is favored for FSOI
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because it displays excellent bit-rate performance and band-
width utilization. It also enables significantly higher com-
munication bit-rates than on-off keying (OOK) modulation
[16], while employing a similar optical design. Lastly, OFDM
exhibits the property of tuning flexibility that enables the
mitigation of crosstalk by interference-coordinated bit-and-
power allocation.

A. Main Contribution

This paper addresses the FSOI crosstalk problem in the
context of DCO-OFDM resource allocation optimization. We
address these two topics to propose a scheme that could
provide fast and dense FSOIs. The main contribution of the
paper is the proposed optimization of DCO-OFDM parameters
to mitigate the crosstalk effect. We formulate the interference-
affected FSOI communication scheme as a new optimization
problem. The optimization addresses DCO-OFDM subcarrier
allocation and the corresponding bit-and-power loading. The
allocation guidelines are derived by theoretical analysis. Since
the general optimal solution to such problems is computation-
ally challenging, we suggest a lower-complexity sub-optimal
algorithm for crosstalk mitigation by resource allocation.

B. Related Work

The optimization of OFDM resource allocation is a long-
standing subject of interest in the field of cellular commu-
nication. Single-transmitter multi-user OFDM (MU-OFDM)
schemes were devised, for example, by Rhee and Cioffi [17],
Jang and Lee [18], Shen et. al. [19] and Kim et. al. [20]. The
latter multi-transmitter MU-OFDM optimization method was
revised by Rahman and Yanikomeroglu [21] and others.

For optical communication, the allocation optimization of
single user [22] and MU [23], [24] OFDM optical links has
already been formulated in the visible-light communication
(VLC) context. Both [23] and [24] address the issue of
resource allocation in dynamic optical networks. This paper
modifies the resource allocation optimization described in [24]
within the context of crosstalk-affected multiple FSOI links.

It is important to specify the main difference between the
proposed design and the MIMO communication concept. A
MIMO system requires persistent signal processing that is
joint, simultaneous and time-synchronized for all spatially-
diverse transmitters and receivers. In contrast, multiple OFDM
point-to-point links require only transceiver clock synchro-
nization and infrequent subcarrier and power allocation in-
formation that is sent to the transceivers via a separate control
channel, as illustrated in Fig. 3.

The rest of the paper is organized as follows. Section II for-
mulates crosstalk-impaired communication through FSOI links
as the MU-OFDM resource allocation optimization problem
and Section III shows an analytical approach to its solution.
Section IV provides a description of the proposed sub-optimal
optimization algorithm. Simulation results for the different
communication scenarios are shown in Section V, followed
by conclusions in Section VI.

Fig. 2. An example of beam overlap in FSOI that is a result of beam deviation
in a 4× 4 two-dimensional (2D) receiver configuration.
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Fig. 3. OFDM communication can be implemented by almost independent
(except for time-synchronization) point-to-point links with external resource
management control, while the subcarrier and power allocation information
is sent to the receivers via a separate control channel (Tx- transmitters, Rx -
receivers).

II. PROBLEM FORMULATION

A typical FSOI design includes a one- or two-dimensional
(1D or 2D) array of laser-based transmitters and photodiode-
based receivers, as presented in Fig. 1(b). The light beams
of such a laser array may deviate from the center of the
corresponding receiver detectors due to production defects,
axial misalignment, mechanical impact and thermal expan-
sion. Moreover, such deviation is influenced by the optical
diffraction effect. As a result, beams overlap on more than one
detector in the array and produce multiple crosstalk effects,
as depicted in Fig. 2. In this section, the bit-rate analysis
of crosstalk-affected FSOI is presented and the maximization
of bit-rate is formulated as a resource allocation optimization
problem.

A. Bit-Rate Formulation

The bit-rate analysis is based on the formula that describes
the bound on bit error rate (BER) that is given by [25, Eq.
(4.3-30)]

Pe 6 4Q

(√
3

M − 1
SINR

)
, (1)

where Q(x) is the Q-function, M = 2b is the modulation
order of an M-QAM scheme and SINR is the subcarrier
signal-to-noise-and-interference ratio. From (1), the bit-rate as
a function of SINR is given by

b ∼= log2

(
1 +

SINR

Γ

)
, (2)
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where Γ =
[
Q−1 (Pe/4)

]2
/3 and Pe is the predefined un-

corrected BER value. In the multiple interconnection environ-
ment, the electrical SINRm,n at receiver m and for subcarrier
n is given by [23], [24]

SINRm,n =
pm,n|hm,m,n|2

K∑
k=1
k 6=m

pk,n|hk,m,n|2 + p(n)

, (3)

where pm,n is the received electrical power, hk,m,n is the
channel gain between the kth transmitter and the mth receiver
at the nth subcarrier, K is the number of transceivers and the
noise power, p(n) = N0B/N , is a function of the noise power
spectral density, N0, signal bandwidth, B, and the number of
subcarriers, N . The resulting total bit-rate at the mth receiver
is given by

rm =

N∑
n=1

bm,n =

N∑
n=1

log2

(
1 +

SINRm,n

Γ

)
. (4)

The calculations above are based on the assumption of
channel state information (CSI) being available both at the
transmitter and at the receiver. Also, channels are assumed to
be quasi-static, i.e. do not change within the time-span of a set
of OFDM symbols [26], and are perfectly synchronized [27].

B. Optimization Formulation

Based on the total bit-rate expression above, the opti-
mization formulation deals with bit-rate maximization in
a crosstalk-resulted interference environment. The specific
formulation depends on the particular link requirements as
follows.

1) Max-sum bit-rate: The max-sum capacity allocation
scheme aims to achieve the maximum bit-rate over all links
together and is given by [18]

max
p,b

∑
m

rm . (5)

This allocation goal has inherent flexibility, since it does not
require specific per link allocation.

2) Maximum equal bit-rate: The equal bit-rate optimization
formulation requires that the communication bit-rate (4) is
equal in all the links, regardless of the cross-influence of links
on each other 1. The allocation optimization is defined as the
maximization of the overall bit rate of the multiple links

max
p,b

RT , (6)

where optimization is done over corresponding transmitter
power values and

RT = rm ∀m (7)

is the requirement for equal bit-rate (4) in all links.

1In dynamic networks, this optimization corresponds to max-min (fair)
allocation [17], [24].

3) Optimization Constraints: The optimization constraints
are the same for all problem definitions above and are given
by ∑N

n=1 pm,n 6 PT ∀m (8a)
pm,n > 0 ∀m,n (8b)
bm,n ∈ 0, 1, 2, . . . ∀m,n , (8c)

where (8a) is the constraint on the maximum transmitter power
PT , (8b) requires non-negative allocated power pm,n and
(8c) determines that the required target bit-rate bm,n at each
transmitter and at each subcarrier (2) is a natural number (zero
inclusive), since 2bm,n defines the QAM modulation order 2.
In the special case when bm,n = 1, BPSK modulation can be
used for the corresponding receiver-subcarrier pair.

The allocation solution involves nonlinear mixed integer
optimization of a MN -dimensional integer variable bm,n

and a continuous power variable pm,n. Whenever subcarriers
are organized in groups (chunks) of a few subcarriers (i.e.
significantly reducing N ) and for a low number of transceivers,
M , the optimization problem can be addressed by mixed
integer nonlinear programing (MINLP) solvers. However, the
computation complexity of MINLP grows exponentially with
the number of variables. Therefore, when this number grows
beyond a few tens the numerical solution becomes computa-
tionally prohibitive.

III. PRELIMINARY ANALYSIS

In this section, we provide a preliminary analysis of dif-
ferent optimization aspects. This analysis is then applied to
derive the numerical allocation algorithm in Section IV and to
verify its performance in Section V.

A. Two-Step Optimization

In order to simplify the mixed-integer optimization out-
lined above, the problem may be reformulated as a two-
step optimization [19]. First, the decision about subcarrier
assignment is evaluated by the binary optimization of a new
binary indicator variable ρm,n [20], [21], [24] that is defined
as

ρm,n =

{
0, bm,n = 0

1, otherwise
, (9)

where ρm,n = 0 means that the subcarrier n is restricted
for use by the transceiver m. To simplify the allocation, the
transmitted power, PT , is equally divided among

∑N
i=1 ρm,i

active subcarriers. Therefore, the resulting modified pm,n

expression is given by [26]

pm,n = ρm,n
PT∑N

i=1 ρm,i

. (10)

Then, exact bit-and-power allocation is applied, based on the
previously allocated subcarriers.

2Fractional/coded modulation is out of the scope of this paper.
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Fig. 4. The subcarrier states ρm,n for (a) two interference ignorance links
and (b) two interference avoidance links.

B. Interference Management Guidelines

Before proceeding to the allocation algorithm, some remarks
are in order. Intuitively, one would assume that when the inter-
channel crosstalk is low, the optimal optimization solution is
interference ignorance, i.e. all subcarriers at all transceivers
are used and ρm,n = 1 ∀m,n (Fig. 4(a)). Therefore, the
performance of each channel is degraded in accordance with
the crosstalk level experienced [24]. On the other hand, when
the crosstalk is high, the subcarrier assignment is based on
interference avoidance, i.e. only one channel is allowed to use
each of the subcarriers. An example of subcarrier states that
correspond to these situations (any combination of 50%/50%
ones and zeros can be used) is presented in Fig. 4(b).

For example, for two channels with a frequency-flat channel
gain of h = 1 and a symmetric cross-interference gain of hi,
the analytical bit-rate expression (4) is given by

r(i)m = N log2

(
1 +

1

Γ

γ

h2i γ +N

)
, (11)

where γ = PT /p
(n) is the electrical signal SNR. This

expression shows a successive bit-rate decrease as a function
of the crosstalk value. The corresponding bit-rate expression
for two links with the interference avoidance pattern is derived
similarly, and is given by

r(a)m =
N

2
log2

(
1 +

2

Γ

γ

N

)
. (12)

The resulting bit-rate is about half the non-interfered bit-rate
r
(i)
m /2 plus N/2 additional bits per QAM symbol that result

from a ×2 increase in the average power per subcarrier, since
only half of the subcarriers are allocated. The resulting r

(a)
m

value is independent of the crosstalk (interference) level.
Generally, the bit-rate of a pure interference avoidance

solution depends on the number of reuse solution patterns
R > 2. This number is defined as the minimum number of the
required subcarrier reuse solutions ρm,n that may be repeated
cyclically for different subcarriers. For example, in Fig. 4(b)
the reuse patterns are given by ρm = (1 0)T and ρm = (0 1)T .
Another example of a R = 2 repetitive pattern is presented in
Figs. 7b and 7c. An illustration depicting different R values
for 2D transceiver arrays with different interference patterns
is presented in Fig. 5. The corresponding bit-rate expression
is derived similarly to above and is given by

r(a)m =
N

R
log2

(
1 +
R
Γ

γ

N

)
. (13)

The corresponded resultant bit-rate is about 1/R times the
non-interfered bit-rate plus N/R log2R additional bits per
QAM symbol that result from a ×R increase in the average
power per subcarrier.

(a) (b)

Fig. 5. Illustration of different interference examples. The general interference
avoidance optimization ρm,n requires (a) R = 2 and (b) R = 4 reuse
patterns.
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Fig. 6. The normalized interference ignorance and interference avoidance
bit-rates (r(i) and r(a), correspondingly) for different reuse patterns (Fig. 5)
and SNR levels as a function of crosstalk gain.

An illustration of this analysis for different R values is
found in Fig. 6, where the bit-rate (y-axis) is normalized to
the non-interfered link. It is clearly seen that there exists an
interference threshold value, h(thr)i , such that whenever the
interference is lower or higher than this value, i.e. hi ≶ h

(thr)
i ,

the preferable interference management r(i)m ≷ r
(a)
m is selected

correspondingly.

C. Optimization Formulation Guidelines

In order to illustrate the difference between the two different
optimization problem definitions above, the following three-
link example is presented (Fig. 7). Two links produce a
significant crosstalk level between each other, i.e. hi1 > h

(thr)
i ,

while other crosstalk values are significantly smaller, i.e.
hi2 � h

(thr)
i . The crosstalk-induced interference may be

represented by a normalized channel gain matrix of the form

hk,m =

 1 hi1 0
hi1 1 hi2
0 hi2 1

 , (14)

where hi1 and hi2 are interference gains.
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Fig. 7. Example of three-link configuration, where (a) each transceiver
interferes with nearby links and allocation coefficients (ρm,n) are different
for (b) maximum equal and (c) max-sum optimizations.

Whenever equal bit-rate optimization (6) is required, the
optimal solution is interference avoidance for all three links,
as shown in Fig. 7(b). The bit-rate of each link is given by

RT =
N

2
log2

(
1 +

2

Γ

γ

N

)
(15)

and the total link bit-rate is 3RT .
When total bit-rate maximization (5) is required, the optimal

solution is interference avoidance between “Link 1” and “Link
2” and interference ignorance at “Link 3”. By substitution
of the corresponding ρm,n values, as shown in Fig. 7(c), the
resulting bit-rates are given by

r1 =
N

2
log2

(
1 +

2

Γ

γ

N

)
(16)

r2 =
N

2
log2

(
1 +

2

Γ

γ

h2i2γ +N

)
(17)

r3 =
N

2
log2

(
1 +

1

Γ

γ

2h2i2γ +N

)
+

+
N

2
log2

(
1 +

1

Γ

γ

N

)
,

(18)

where r1 in (16) is equal to rT in (15), r2 in (17) is similar
to r1, but the influence of the interference from “Link 3” and
r3 in (18) is influenced by “Link 2” in half of the subcarriers.

The difference between these two solutions is that bit-rate
r2 is slightly smaller than RT , i.e. r2 / RT , and bit-rate r3 is
slightly smaller than 2RT , i.e. r3 / 2RT , following the results
presented in Fig. 6. Finally, the total max-sum optimized bit-
rate is bounded by 3RT <

∑
m rm / 4RT , which is notably

higher than for three links with an equal bit-rate of RT each in
the equal bit-rate optimization option. This discussion shows
that the max-sum optimized interconnect has a significantly
higher bit-rate and should be used whenever an equal bit-rate
is not required.

IV. PROPOSED SOLUTION

The proposed allocation solution comprises a two-step opti-
mization, inspired by [19]. First, the decision about subcarrier
assignment is evaluated by the binary optimization of the value
of ρm,n, implemented by a greedy heuristic algorithm. Then,
exact bit-and-power allocation of bm,n and pm,n is applied,
based on the previously allocated subcarriers’ assignment.

A. Max-Sum Bit-Rate Optimization

The subcarrier allocation can be achieved by a sub-optimal
greedy heuristic algorithm that is inspired by the Hughes-
Hartogs algorithm [28]. This incremental algorithm iteratively
assigns one subcarrier at one transceiver at a time, while
requiring the highest incremental bit-rate at the target BER.
The allocation runs through all the subcarriers at all the
transceivers. The essential algorithm flow is as follows:

1: for n from 1 to N do
2: for m from 1 to K do
3: ρ∗m,n = ρm,n + 1
4: Evaluate r∗m for ρ∗m,n

5: end for
6: if rm < max r∗m then
7: m∗ = arg max

m
r∗m

8: ρm∗,n = ρm∗,n + 1
9: end if

10: end for
Line 6 checks whether an additional increase in bit-rate is
possible with the addition of a subcarrier. Finally, power
allocation at each transmitter is evaluated independently by
some common power allocation algorithm [26].

B. Equal Bit-rate Optimization

The proposed subcarrier allocation is done by the max-min
approach, where the bit-rate is maximized for the link with
the minimum assigned bit-rate. This allocation is carried out
by the algorithm above, with the following change in line 6:

6: if rm < min r∗m then
The rest of the algorithm is the same. Since all bit-rates are
equal, the power allocation is evaluated in order to comply
with the bit-rate RT (7) that is evaluated during the subcarrier
allocation.

V. SIMULATION

A. Configuration

Transceivers are organized in arrays, where each link
consists of a transmitter-receiver pair and experiences some
crosstalk with neighboring links. The frequency response of
each transmitter is modeled by a second-order low-pass filter
with N = 64 subcarriers, where half of them are conjugate to
the other half, due to the Hermitian symmetry requirement
[29]. Power and crosstalk link parameters are taken from
the work of Ciftcioglu et. al. [12]. The maximum link SNR
at DC was set to 22.2 dB. The target BER bound Pe (1)
was set to 10−3, which leads to a final BER of ∼ 10−12

after applying forward-error-correction (FEC) coding [30].
The default crosstalk level between adjacent links is 23 dB,
if not stated otherwise. The common bit-and-power allocation
applied through the proposed algorithm is the original Hughes-
Hartogs algorithm [28].

The analyzed scenario is based on a 4× 4 link, as show in
Fig. 2, when each transmitter may interfere with four adjacent
links, as presented in Fig. 5(a). This interference may be either
uniform or non-uniform, according to the specific scenario.
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Fig. 8. Results of a preliminary simulation that show that an allocation
algorithm produces a switch between numerical interference ignorance and
analytical interference avoidance (12) solutions.

The performance is evaluated in terms of average bit-rate
normalized by the bit-rate of a non-interfered link.

B. Preliminary Simulation

The goal of the preliminary simulation is to verify that the
evaluated results comply with the theoretical findings above
(Sec. III-B). The interference of each a link is symmetric, i.e.
all adjacent links have the same interference channel gain hi.
The max-sum normalized bit-rate of such a link as a function
of hi is presented in Fig. 8. The graph shows that the optimized
bit-rate (y-axis) behavior is in accordance with the theoretical
analysis, while the switch between the numerical interference
ignorance (ρm,n = 1) and the analytical interference avoid-
ance (12) solutions is clearly seen at the hi of about -19 dB.

C. Simulation Results

The next scenario is based on the situation where the
interference is hi = −23 dB and one of the transmitters
produces an excessive interference channel gain of hi2 = −12
dB for four adjacent links, as presented in Fig. 9(a).

The result of the max-sum allocation is presented in Fig.
9(b) (the disk area in the figure is relative to the bit-rate) and
shows that the link that produces the maximum interference
has the lowest bit-rate. In contrast, the corner links have the
highest allocated bit-rate since they produce and experience
the lowest interference.

Following this scenario, the results of maximum equal bit-
rate allocation were evaluated and presented in Fig. 9(c). The
results show that the most interfered links require the highest
power and the corner links have the lowest allocated power
since they experience the lowest interference. The normalized
bit-rate RT is significantly lower than in max-sum optimiza-
tion (0.67 for max-sum versus RT = 0.39), as predicted by
the theoretical analysis (Sec. III-C). However, the total power
is 58% (-3.7 dB) less than in max-sum optimization, due to

hi2
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(a) Interference pattern.
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Fig. 9. Scenario studied in the simulation in Section V-C. The inner and
outer circles in (a) represent transmitter-receiver pairs. The sizes of the dots
in (b) and (c) indicate bit-rate allocation for max-sum optimization and power
allocation for equal bit-rate optimization, correspondingly.

the reduction of the required power at a low-interfered link
(Fig. 9(c)).

D. Discussion

The results show that max-sum optimization is preferable
in order to maximize the total bit-rate performance of dense
FSOI, when compared to the equal bit-rate optimization in
all links. The reason is that whenever some link experiences
excessive interference, it becomes a bottleneck. On the other
hand, in max-sum optimization the most interfering links are
assigned the lowest bit-rate so that the neighbor links are less
affected by the interference.
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VI. CONCLUSIONS

An FSOI design comprises 2D arrays of transceivers,
where each link may suffer from crosstalk from any other
transceiver. The exact crosstalk level may be unknown during
the manufacturing process, although some typical values are
expected. This paper suggests a new FSOI communication
concept and proposes an optimization algorithm to reduce
the crosstalk effect computationally, rather than by changes
in optical design.

The proposed algorithm addresses the mitigation of
crosstalk effects by means of the optimization of signal modu-
lation. Multiple DCO-OFDM modulated links are managed by
means of bit-and-power allocation to maximize the bit-rate of
a crosstalk-corrupted FSOI. The preliminary analysis revealed
an intuitive allocation strategy that was devolved into a two-
stage allocation algorithm. The simulation study showed that
this algorithm displays flexibility in responding to different
crosstalk levels and that the crosstalk-related decrease in the
bit-rate is reasonable in the considered scenarios. Such flexi-
bility also enables an adaptation in the bit-rate with a constant
BER and power that is unavailable in OOK communication.
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