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Abstract 

Two- and mnsional computational models 

describing both the internal’ and extema12 physics of Hall 

thrusters have been developed at the Massachusetts 

Institute of Technology. Integration of these models 

would result in a single, stand-alone application 

characterizing thruster physics from the thruster interior 

through the plume region. The application would enhance 

the spacecraft design process by providing engineers with 

the ability to predict thruster performance and damage to 

the craft from plumeqcecmft interactions. This paper 

represents the first attempt at consolidation of the intemal 

and external computational models, exploring the issues 

critical to integration. 

‘Ihe key issue in integration is the compatibility 

between the source model produced by the acceleration 

channel code and the source model used by the threG 

dimensional plume code. Sensitivity analysis has been 

performed to de&mine the extent to which the source 

model affects the plume and the surrounding spgcecraft 

surface. Results on a realistic spacecraft geometry suggest 

that differences between the original source model and the 

model genemted by the acceleration channel code 

significantly affect satellite surface erosion rates. 

Enhancements have also been made to the source and 

sputtering models in the plume code. Results utilizing 

the improved source model have been validated against 

experimental data and suggest that the source axial ion 

temperature assumed in previous woe was over predicted. 

In addition, the sputtering model now includes the effect 

of the sputtering yield dependence upon particle angle of 

incidence. 

Future work includes a graphical user interface on X- 

windows platforms, automatic source model generation, 

and code stream-lining and optimization. 

--------------I 

*Research Assistant and S.M. Candidate 
tProfessor of Aeronautics and Astronautics 

Nomenclature 

T, = Electron Temperatllre 

r = Radial Distance from Anode Center 

z = Axial Distance from Anode Exit 

cp = Ele&cal Potential 

S = Sputtering Coefficient 

E = Total Ion Energy 

0 = Angle of Incidence 

Introduction 

Electric propulsion is at the forel?ont of space 

propulsion systems &signed to reduce mission cost by 

reducing fuel mass mquinzd by the system. One 

promising electrostatic thruster is the Stationary Plasma 

Thruster (SPT), or the Hall Thruster. This device has a 

near optimum specific impulse for north-south 

stationkeeping and is cmmntly being actively marketed for 

use on We&an satellites. Consequently, satellite 

designers are demand& d&ailed understanding of the 

thruster’s operation 9ld interaction with the spacecraft 

Engineers, however, lack reliable experimental data on the 

operation of this thruster and on the thruster plume- 

spacecraft interactions. This makes computational 

modeling a necessity. As a result, two- and three+ 

dimensional models have been developed to study the 

physics of Hall thms&rs and to simulate the interaction 

phenomenon between the spacecraft and the thmster 

plume. 

A two-dimensional model of the Hall thmster 

acceleration chamber was developed by Fiie in 1995.’ The 

model is used to generate predictive information 

concerning the thrush torque, power, and efficiency of the 

thruster, as well as providing thruster wall erosion rates. 

Compared with experimental data, the model is accurate to 
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within 7% in thrust, torque, power, and efficiency 

predictions. 

A substantial amount of experimental work has been 

conducted on plume contamination issues. Ion fluxes and 

distributions have been determined and plumeinduced 

sputtering and contamination have been measured in 

several ground experiments. Until 1995, however, 

relatively little effort had been made to model processes 

occurring in the WI% plume region. The plume model, 

developed by Oh* and validated against experimental data, 

fully characterizes the processes inside the plume region. 

This paper presents the key integration issues facing 

the generation of a complete computational model of a 

Hall thruster. The model would combine the hybrid 

Particle-in-Cell (PIG) method for the interior of the 

thruster with the combination Particle-in-Cell (PIG) and 

Direct Simulation Monte Carlo @MC) method to 

simulate collisions in the plume and track the flow of 

ions and neutrals across the domain. The hybrid-PIC and 

basic PIC-DSMC algorithms have been described in 

previous work. I23 Improvements have been made to the 

plume model, including the addition of the surface 

sputtering yield dependence on angle of incidence and the 

development of an improved source model. The resulting 

integrated model would run on a UNIX workstation arkl 

would be useful to designers interested in evaluating the 

impact of an SPT on realistic satellite configurations. 

Section 2 summarixes the hybrid-PIC model of the 

thruster acceleration channel and describes the aspects of 

the hybrid-PIC and the PIC-DSMC algorithms specific to 

integration. This section also details the enhancements to 

the plume model. Section 3 presents the results iof the 

sensitivity analysis of the plume model to source inputs 

as well as improved source and sputtering model results, 

and future work is outlined. Finally, Section 4 presents 

the conclusions. 

Theory and Computational Method 

Hybrid PIC Model 

A hybrid Particle-in-Cell (PIG) method was used to 

simulate the physics of plasma within the zcelemtion 

channel of a Hall thruster. The model has predicted thrust, 

torque, power, and thruster efficiency to within 7% of 

experimental values. This level of accuracy makes the 

hybrid-PIC code appropriate as a design tool in 

understanding thmster operating conditions using a variety 

of thruster geometries. 

The hybrid-PIC model has been described in detail in 

previous work.’ This section briefly summat&s the 

basic algorithm and describes aspects of the model specitic 

to integration, such as ionization behavior and low- 

frequency discharge oscillations. 

A variety of thruster geometries can be utilixed as 

input to the hybrid-PIC model. The SPT-100 was 

selected as the baseline configuration. Table 1 displays 

the operating conditions chosen for source model 

comparison tests described in the following section. 

Table 1: WI-100 Characteristics in Hybrid-PIC model 

Electrons are modeled as Maxwellian fluid, with 

par&i&s having a Maxwellian velocity distribution. 

Heavy species are treated as disc&e particles and maleled 

using a modified-PIC method. The combiion of 

treating electrons as a fluid and heavy species using a PIC 

method gives rise to the term “hybrid-PIG” scheme. 

Collisions are liited to electron-neutral ionization. 

Ion-neutral momentum exchange is neglectu% since the 

mean free path is large in most regions for both ions & 

neutral particles. During ionization, only single ions zue 

assumed to be formed. The formation of double ions is 

not treated in the model.* 

The ionization method detamines the energy with 

which particles exit as well as the beam divagence angle. 

Thus, ionization mechanics plays an important role in the 

integration of the hybrid-PIC model with the phrme model 

described in the following section. The ion distribution at 

the thruster exit plane gene&xi by the hybrid-PIC model 

would serve as input to the plume model. Hence, the 

distribution must be correct in both composition and in 

beam divergence angle to yield accumte results from the 

plume code. 



Another issue concerning the integration of the 

hybrid-PIC model with the plume model is low-&quency 

discharge oscillations. During operation, ionization 

current, anode current, and beam current, experience 

oscillations on the order of 3OkHz. Thus, time-averaging 

must be employed to generate a quasi-steady-state exit 

plane distribution in ion current density and beam 

divergence. In addition, the hybrid-PIC code under predicts 

the oscillatory behavior due to an under prediction in 

electron temperature.’ 

PIGDSMC Model 

The model utilizes a computational scheme which 

combines Particle-in-Cell (PIC) and Direct Simulation 

Monte Carlo (DSMC) methods to address the physics of 

expanding plasma plumes and the plume’s interactions 

with the spacec&. Largescale plume structures with 

realistic thruster geometries, as well as erosion of surface 

materials such as silver, quark, and silicon, can be 

accurately simulated. The result is the first use of such a 

PIC-DSMC scheme in an application and the first 

comprehensive numerical model of a Hall Thruster plume. 

The PIC-DSMC model used in this paper has heen 

described in detail in previous work? This section 

describes aspects of the model specific to integration. In 

particular, e &ancements to the three-dimensional plume 

source model and sputtering model are discussed. 

Source Model 
The plume code’s source model is of key importance 

in the integration of the thruster acceleration chamber and 

plume models, since the source is the sole interlace 

between the hybrid-PIC and the PIC-DSMC codes. Thus, 

output from the hybrid-PIC model must be compatible 

with the plume code for a complete simulation to operate 

accurately. 

The source model for the plume code, however, is 

based upon only one set of empirical data for ion current 

density and beam divergence angle near the thruster exit 

plane.6 Thus, the code has not been extensively tested 

with a variety of source model inputs. The data for the 

existing source model is also suspect: no error bars are 

present in the da@ and the asymmetric shape of the ion 

current density distribution suggests that the thruster has 

seen some damage or wear. 

A second source model was created from the output of 

the hybrid-PIC co& to quantify the sensitivity of the 

plume code to variations in source input and to gauge the 

compatibility of the interior and exterior thruster models. 

The source model is comprised of a probability 

distribution function and a beam divergence angle 

function. The distribution function gives the probability 

an ion will cross the exit plane at a radial distance less 

than a given location, r, while the beam divergence 

function provides the angle measumd from the thmster 

centerline at which an ion crosses the thruster exit. A 

battery of tests wrze run using the different combinations 

of distribution and berrm divergence functions in the 

plume model to measure the impact of the source on the 
model results. 

A seu&ary issue regarding the source model 

concerns the axial ion temperahue at the thruster exit 

plane. Although the assumptions upon which the 

original plume code results were based allow the accumte 

simulation of macmscqic properties of the plume, these 
same assumptions fail at the microscopic level. 

Inconsistencies appear between the energy data pmduced 

by the code and experimental data. Figure 1 and 2 show 

the experimental Retardmg Analyzer Potential @PA) dada 

and simulated data. RPA data taken in an arc 60 cm away 

from the thruster exit indicate that there is a similar 

energy distribution of particles at a variety of angles away 

from the thruster cen&&ne. The model, however, predicts 

a distribution in which the energy curve’s peak shifts 

towards decma&g energy as the angle increases away 

from the centerline. This shift in the peak of the ion 

energy can be readily seen in Rgure 2. Corrections to the 

axial ion tempaanae assumed in the source model have 

explained this behavior and have allowed the matching of 

the simulation with experiment at the microscopic level. 

Sputtering Model 
One issue of particular interest to satellite designers is 

the interaction of the plume with star&es of a m 

In cxder to study surf&e interaction issues, a surke 

sputtering model has been developed and in- into 
the PIC-DSMC model. The model, described below, is 

based upon a relatively simple model used for 
axisymmetric geometries.* 

The SPT plume’s primary impact on surfaces is to 
cause sputter-induced erosion damage. Pl~induced 
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deposition, however, is ignored in the model. Deposition 

can be safely ignored when modeling thrusters with 

ceramic anodes. In these cases, the eroded material is 

likely to be benign. ln three-dimensional geometries, any 

particle crossing an object boundary is removed or 

teflected as appropriate for that species. Ions m 

neutralized and removed from the simulation, while 

neutrals ate reflected back into the domain in a manner 

consistent with an ideal specular surface. 

Sputtering rates ate calculated by tabulating the 

material removed by each particle striking the simulated 

surfaces of the spacecraft. The amount of material lost is 

determined by multiplying an energy-t sputtering 

coefficient by the macroparticle weighting factor. A 

particle’s impact energy is given by the sum of its kinetic 

energy and the energy gained or lost in the sheath. 

Neutrals are assumed to undergo no acceleration in the 

sheath region. 

The erosion rate has been calculated for silver, which 

is commonly used for solar cell interconnectors. The 

following linear tit was used for its sputtering coefficient:’ 

An enhancement made to the sputtering model is the 

inclusion of angular dependence of the sputtering yield. 

previously, all particles were assumed to strike normal to 

the surface. However, it has been observed that the atoms 

striking at non-normal angles may have higher sputtering 

coefficients that those striking normal to the surface.” As 

a result, the surface model tended to under predict the 

erosion rate. 

Although the angular dependence for xenon sputtering 

silver is unknown, a worst-case can be constructed from 

existing sputtering data. As Figure 3 shows, the 

sputtering yield for xenon into molybdenum increases 

over the normal yield by as much as a factor of six at 

angles between 70’ and 80” from the normal.* This can be 

taken as a worst case, since data is available for a few 

sputtering cases and only for high-energy sputtering. The 

energy dependence in the correction to the sputtering term 

is yet unknown. 

Sensitivity Analysis 
The sensitivity of the 3D plume model to the source 

is measured as the response of the erosion rate to various 

source models. Since designers ate concerned with the 

plum&nduced erosion effects on spacecraft surfaces, the 

erosion rate becomes a logical choice for the systematic 

quantification of sensitivity to the source model. 

Different sources vary in the angle at which the ions exit 

the thruster as well as in the ion distribution at the exit 

plane. Consequently, that variation yields variability in 

erosion rates. 

The major motivation for developing a thtee- 

dimensional plume model is to simulate reahstic 

spacecraft geometries. The baseline satellite con@uration 

chosen for the sensitivity analysis is shown in Figure 4. 

A simulated bus, yoke, ani solar atray are shown on a 

3.2 m x 4.4 m x 3.2 m computational domain, and an 

embedded grid is visible along the edge of the main bus. 

This grid is collocated with the thruster and is used to 

better resolve the core of the plume. The section of bus 

shown has dimensions of 1.1 m x 1 m x 2.6 m and 

represents a quarter of the ws main bus. A 1.9 

meter yoke connects the bus to the end of a solar array. 

The array is 1.5 meters wide and continues off the top of 

the domain. Only the bottom 2.7 meters of the array 51~ 

included in the simulation, since it is this area which 

should experience the most plume-induced degradation. 

Results and Discussion 

Source Model 

Full 3D plume model validation was achieved by 

matching the plume properties with experimental data at 

the microscopic level. The peak shift seen in Figure 2 

suggested that ions exiting the thruster at angles fiuther 

from the thruster centerline were of lower energies than 

those along the centerline. However, experimental data 

contradicts this prediction. ln Figure 1, the actual energy 

peak does not shift as ion energy is sampled at angles 

further from the thruster centerline. 

The physical explanation for the shift is related to the 

ion temperature used in the soume model. Originally, the 

ions were assumed to have thermal energies of 34 eV, 

allowing the thermal velocity of the ions to be greater 

than in the empirical data by an order of magnitude. ‘lhe 

z&d energy pushes most of the ions around the 

centerline, while the lower energy ions are turned outwatd 

by the electric field. ‘l’bus, fewer ions with lower energies 

will be found at angles away from the centerline. 

lf the source ion thermal energy were decreased 

however, the ions would all be a&ted in the same 
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manner. Thus, although fewer ions would be seen at 

larger angles, the ion energy distribution would be similar 
at all angles, since all ions would have the same 

probability of reaching a given sampling location. 

The axial ion temperature at the source was varied to 

test this theory of thermal shifting. Figures 2 and 5 give 

the energy distribution taken in an am 60 cm from the 

thruster exit under differing axial ion temperatures. The 

effect of increasing the axial ion temperature is clear: 

increasing ion tempemture at the source increases ion 

thermal velocity, which then acts to keep the particle 

along the centerline and does not allow for a more variable 

motion experienced by a particle with a low axial thermal 

velocity. The peak in the distribution of energies would 

then shift with higher energy particles, due to the inflated 

ion temperature, maintaining a path along the centerline. 

In o&r to correct the model aud to match experimental 

da@ an ion temperature on the order of a few ev’s must 

be selected. This issue is further discussed, and a 

derivation is presented in previous work.2 

As mentioned previously, two source models were 

constructed for the 30 plume model for integration 

testing. The first was based upon experimental data, 

while the second was taken from the output of the hybrid- 

PIC code. The plume model was run using the two 

sources, and RPA energy data was sampled in an am 60 

cm away from the thruster exit. 

Figure 5 displays the RPA distribution at various 

angles away from the thruster centerline using the original 

experimental data. An axial ion temperature of 3.4 eV 

was used in the simulation. The RPA distribution for the 

model constructed from the hybrid-PIC code is given in 

Figure 6. The energy distributions ate similar to each 

other in shape. As the graphs show, the hybrid-PIC code 

model populates angles away from the thruster centerline 

with ions as compared to the original data. This difference 

is quantified in the following section by the sensitivity 

analysis for both source models. 

An important item to note is the nature of the hybrid- 

PIC source model. The ion current density generated by 

the model of the exit plane is nearly flat, suggesting that 

there are no ion losses to the walls. Losses would result 

in a parabolic curve, similar to Couette flow in a pipe. 

Ionizing collisions in the hybrid-PIC model are determined 

solely by electron-neutral interaction, and ionization 

occurs along constant-Te magnetic field lines. Thus, the 

ions are formed with similar energies via electron-neutral 

collisions at various distances, r, along the thruster with 

no losses to the wall. 

In summary, previous assumptions made concerning 

the axial ion tempenanrre proved to be invalid. 

Temperatures of an order of a magnitude lower must be 

used to match experimental data at the energy level. Also, 

differences in the distribution of particles at the exit plane 

yield differing energy distribution data in an am 60 cm 

from the thruster exit. Although this is not a surprising 

result, a metric must be put to this result so as to quantify 

the plume model sensitivity to the source. 

Sensitivity Analysis 
Figures 7 and 8 display the calculated erosion rates for 

a solar array with a silver surface first using the 

experimental source aad linear-fit sputtering models ti 

then using the experimental source model and the 

enhanced sputtering model which includes the sputtering 

yield angular depe&~~. Figure 7 is the baseline case. 
The surface is assumed to sit at -92 volts with respect to 

the center of the plume. These figures suggest that ions 

striking surfaces at angles which are not normal to the 
surface significantly affect erosion rates. Using the worst- 

case scenario, the silver erodes at a rate of 23.1 

microns/month at its maximum. This is almost thme 
times as large as the maximum erosion rate in the 
baseline case and is clearly unacceptable. Interconnectom 

on solar arrays, which are silver, have an allowable 

erosion depth of 2.5 microns which translates to an 

average rate of 1.2 micronaknonth over the lifetime of the 

satellite. 

However, it should be noted that the surfaces on 

which the ions sttihe are being held at a negative potential 

with respect to the plume. One way to mduce the peak 

erosion rate is to bias cells at the corners of the atray 

positive with respect to the &acec&. This would lower 

the energy of ions striking the slaface of the army and 

help mitigate sputtering losses. Installation of a plume 

shield might also allay sptmering losses. Modeling the 

plume in the presence of a plume shield is within the 

capability of the present simulation but has not yet been 

completed. 

Comparative erosion data for the sensitivity of the 

different source models am given in Figures 7 and 9. 

Figure 7 gives the distribution of the erosion of silver 
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using the experimental source model. The maximum 

concentration of erosion rate is located at the bottom 

center of the solar array. Using the hybrid-PICderived 

source model, sputtering becomes more sparse, as seen 

from Figure 9, and the maximum concentration of the 

erosion rate is located at the right comer of the array. The 

erosion rate is also almost twice as large as the sputtering 

rate using the experimental source model. Although both 

the source model generated by the hybrid-PIC code and the 

source model generated fknn the experimental data may be 

flaw& they ate still applicable in the gauging of the 

sensitivity of the plume model to various source inputs. 

The variation between hybrid-PIC and experimental 

source model is significant at the exit plane as evidenced 

by the difknce in the erosion rates produced by both 

source models. The hybrid-PIC model’s erosion rate is 

magnified by as much as twice the rate in some locations, 

and the model distributes ions much differently than the 

original data. Thus, the plume model is very sensitive to 

the input and further tests are needed to fully quantify 

sensitivity. 

Integration Issues 
The source model is of utmost importance in the 

integration of the two models. In addition, code stream- 

lining and optimization, the inclusion of a graphical user 

interface (GUI), handling the low-frequency discharge 

oscillatory behavior of the thruster, and the 

implementation of an unstructured mesh for thruster and 

satellite geometries must be investigated. The plume 

model has the ability to simulate the plume structure with 

both singly- and doubly-ionized Xe propellant emerging 

from the thruster exit; however, the hybrid-PIC code 

lacks the formation of Xe double ions. Thus, the hybrid- 

PIC model must be modified to include the Xe double 

ions in the ionization process as well as yield an accufate 

exit plane distribution for ion current density. Total run 

time on SGI and Dee Alpha workstations is estimated to 

be 35-40 hours: 20 hours for the hybrid-PIC model and 

15-20 hours for the plume model to run. 

Conclusions 

The 3D plume model developed by Oh has been 

validated at the microscopic level and has been modified to 

incorporate tbe angular dependence of sputtering yield. A 

previous value of 34 eV assumed for the axial ion 

temperaturefromthemrusterprovedtobeincorrect, The 

true value is an order of magnitude smaller. The inclusion 

of sputtering yield angular dependence produces significant 

difkrences in erosion rates. Most particles strike the 

surface at non-normal angles. Sensitivity analysis 

suggests the 3D plume model is sensitive to the soume 

model as witnessed by erosion data. 

Integration of the interior and exterior models would 

result in a single, stand-alone application describing the 

thruster physics from the thruster interior through the 

plume region. The application would enhance the 

spacecraB design process by providing engineers with the 

ability to predict thruster performance anddamagetothe 

craft from phuu~spacecmft interactions given a variety of 

Hall thruster geometries and characteristics. 
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Figure 5. Simulated RPA at 3.4 eV using experiments 
source model, z = 60 cm 

Figure 6. Simulated RFA at 3.4 eV using Hybrid-PIC- 
derived source model, z = 60 cm 
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Figure 8, Erosion rate for silver on solar array using 
modified sputtering model and original source model 

Figure 9. Erosion rate for silver on solar array using 
modified sputtering and source model 

Figure 7. Erosion rate for silver on solar array using 
original sputtering model and source model 


	Menu
	Acknowledgements
	Forward
	Sponsors
	Table of Contents
	Volume 1
	Volume 2


