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An Improved Volume of Fluid
Method for Two-Phase Flow
Computations on Collocated Grid
System
An improved volume of fluid method called the accurate density and viscosity volume of
fluid (ADV-VOF) method is proposed to solve two-phase flow problems. The method has
the following features: (1) All operations are performed on a collocated grid system. (2)
The piecewise linear interface calculation is used to capture interfaces and perform
accurate estimations of cell-edged density and viscosity. (3) The conservative Navier–
Stokes equations are solved with the convective term discretized by a second and third
order interpolation for convection scheme. (4) A fractional-step method is applied to
solve the conservative Navier–Stokes equations, and the BiCGSTAB algorithm is used to
solve the algebraic equations by discretizing the pressure-correction equation. The above
features guarantee a simple, stable, efficient, and accurate simulation of two-phase flow
problems. The effectiveness of the ADV-VOF method is verified by comparing it with the
conventional volume of fluid method with rough treatment of cell-edged density and
viscosity. It is found that the ADV-VOF method could successfully model the two-phase
problems with large density ratio and viscosity ratio between two phases and is better
than the conventional volume of fluid method in this respect. �DOI: 10.1115/1.4002981�
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Introduction

Flows with a spatial variation in fluid properties such as two-
hase flows can be found in many natural phenomena and indus-
rial facilities such as chemical reactors, power plants, and copper
efining and internal combustion engines. The existence of vortici-
ies and discontinued fluid properties produces complex flow
tructures, presenting the challenge to simulate these flows. Many
ethods have been proposed to simulate complex two-phase
ows such as the front tracking method �1–4�, the marker particle
ethod �5,6�, the level set �LS� method �7–9�, and the volume of
uid �VOF� method �10–17�. The VOF method is a popular one,
hich can predict the complicated interface topology and fully
uarantee the mass conservation while still maintaining a sharp
epresentation of the interfaces.

In the VOF method, a volume fraction function C ranging from
to 1 is defined to denote whether the space is occupied by a

ispersed phase or a continuous phase. When the value of C is
nity, the space is occupied by the dispersed phase; when the
alue of C is zero, the space is occupied by the continuous phase;
hen the value of C is between 0 and 1, the space contains both

he dispersed phase and the continuous phase, where an interface
xists by definition. C is a step function, so it is difficult to cal-
ulate the accurate cell-edged density and viscosity, which is the
eason why the VOF method easily gets divergent results.

To overcome this issue, the nonconservative Navier–Stokes
quations are adopted �14,16,17�, avoiding the appearance of cell-
dged density in the convection term. However, solution by the
onconservative equations is not satisfied with the real physical
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nature of the studied problems �18�. The solution process becomes
unstable with the large density ratio and the viscosity ratio be-
tween two phases.

In a general sense, the conservative Navier–Stokes equations
compute problems accurately and stably �18�. The cell-edged den-
sity and viscosity have to be obtained in this case. For the tradi-
tional method, they are calculated by linear interpolation, which
easily leads to large errors for two-phase flow problems. An ex-
ample is given here, as shown in Fig. 1. The exact density at cell
edge �i+1 /2, j� is equal to the continuous phase density �c, but
the density calculated by the linear interpolation is

��i,j + �i+1,j�/2 = ���d � Ci,j + �c � �1 − Ci,j�� + �c�/2 �1�

where the subscripts d and c denote the dispersed phase and the
continuous phase, respectively. There is a large difference be-
tween the exact density and the calculated value by the linear
interpolation. The inaccurate density and viscosity easily result in
the divergence of the VOF method with the large density ratio and
the viscosity ratio between two phases. We call the inaccurate
density and viscosity volume of fluid method as IDV-VOF.

To decrease errors caused by the linear interpolation, Rudman
�19� proposed the fine grid volume tracking �FGVT� method on
two sets of grid systems, with the fine-grid system on which the
volume faction function C is advected and the staggered coarse-
grid system on which the velocity and pressure are solved. The
accurate cell-edged density and viscosity are calculated by the
data exchanges between the coarse- and fine-grid systems. In this
method, four sets of grids are needed for a 2D two-phase flow
problem.

The objective of this paper is to present an accurate density and
viscosity volume of fluid method called ADV-VOF. The compu-
tations are performed on a collocated grid system, and only one
set of grid is needed. Calculations of the accurate cell-edged den-
sity and viscosity become very simple. The method will be de-
scribed as follows: The advantage of the method is verified by

comparing that with the conventional VOF method.
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ADV-VOF Method
To simplify the presentation, uniform grid is used with the two-

imensional Cartesian coordinates. Figure 2 shows the collocated
rid system. Variables such as volume fraction function C, veloc-
ty u, and pressure p are solved on one set of grid.

2.1 Governing Equations. In incompressible two-phase
ows, both phases are described by a set of Navier–Stokes equa-

ions over the whole domain, which are written as follows: conti-
uity equation

� · u f = 0 �2�
omentum equation

��u�

�t
+ � · �� fu� fu�� = − �p + � · �� f��u� + ��u��T�� + �g� + F� �3�

The left side represents the transient term and the convective
erm, while the right side represents the pressure gradient, the
iscous force, the body force, and the surface tension force.

In Eq. �3�, the density � and dynamic viscosity � are evaluated
y the volume faction function C expressed as

�C

�t
+ � · �u fCf� = 0 �4�

In Eqs. �2�–�4�, variables with the subscript f refer to the cell-
dged values, while variables without the subscript denote the
ell-centered values.

2.2 Advection of Volume Fraction Function. The time-
iscretization form of Eq. �4� is written as

Cn+1 = Cn − �t � · �u f
nCf

n� �5�

ig. 1 Distribution of dispersed phase, continuous phase, and
heir interface
Fig. 2 The collocated grid syste

41901-2 / Vol. 133, APRIL 2011

 https://heattransfer.asmedigitalcollection.asme.org on 06/29/2019 Terms of Use:
To decrease errors induced by the mass residual, Eq. �5� is
modified as

Cn+1 = Cn − �t � · �u f
nCf

n� + �tCn � · �u f
n� �6�

Equation �6� is solved by the VOF method in terms of the piece-
wise linear interface calculation �PLIC� cited from Youngs �11�.

We can obtain three types of volume fraction functions for the
solution of Eq. �6�. The first is the cell-centered volume fraction
function C used to calculate the cell-centered density. The second
is the cell-edged volume fraction function Cf obtained to evaluate
the accurate cell-edged density. The right gray region at the cell
�i , j� in Fig. 2 denotes the volume of the flux across the cell edge
�i+1 /2, j�. The oblique line in the gray region refers to the vol-
ume of the dispersed phase. The value of Ci+1/2,j is equal to the
ratio of the volume filled with the oblique lines over the volume of
the gray region. The third is the half-cell volume fraction function

C̃ adopted to estimate the accurate cell-edged viscosity. As seen
from Fig. 2, the left gray region at the cell �i , j� denotes a half
volume, and the oblique lines in the gray region refer to the vol-

ume of the dispersed phase. The value of C̃i,j�w� is equal to the
ratio of the volume of the oblique lines over the volume of the
gray region.

2.3 Density and Viscosity. For the transient term and the
body force term in Eq. �3�, the cell-centered density is expressed
as

� = C�d + �1 − C��c �7�
For the convective term in Eq. �3�, the accurate cell-edged den-

sity � f is calculated based on the cell-edged volume fraction func-
tion Cf. For example, �i+1/2,j is computed as

�i+1/2,j = Ci+1/2,j�d + �1 − Ci+1/2,j��c �8�
For the viscous term in Eq. �3�, the accuracy cell-edged viscos-

ity � f is evaluated in terms of the half-cell volume fraction func-

tion C̃. For example, �i+1/2,j is computed as

�i+1/2,j =

2�̃i,j�e��
�

˜
i+1,j�w�

�̃i,j�e� + �̃i+1,j�w�
�9�

where

�̃i,j�e� = C̃i,j�e��d + �1 − C̃i,j�e���c �10�

�̃i+1,j�w� = C̃i+1,j�w��d + �1 − C̃i+1,j�w���c �11�
m and the relative variables
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2.4 Discretization Schemes for the Convective and Viscous
erms. To develop a computational program for the fluid flow
nd/or heat transfer, it is expected to adopt a modeling scheme
ith high accuracy, stability, and boundedness at a reasonable

omputational cost. Conflict exists between the accuracy and sta-
ility. Generally, a modeling scheme with high order accuracy
ay lead to unphysical oscillatory and/or overshoot/undershoot

ehavior in the region where steep gradients exist. On the other
and, the classical first order upwind scheme �FUS� or the like
ften suffer severe inaccuracies due to the so-called false diffusion
nduced by the low order truncation error. Obviously, high accu-
acy, stability, and boundedness are the important features to rea-
onably simulate two-phase problems, especially with large den-
ity ratio and viscosity ratio across the phase interface. In our
tudy we adopt the second and third order interpolation for con-
ection �STOIC� scheme �20� for the convective term in Eq. �3�,
hich has been proved to be accurate, stable, and bounded.
In this paper, the viscous term in Eq. �3� is discretized by the

entral difference scheme, having the second order accuracy.

2.5 Surface Tension Force. The surface tension force F in
q. �3� is modeled using the continuum surface force �CSF�
odel developed by Brackbill et al. �21�. An interface is interpo-

ated as a transient region with a finite thickness. The surface
ension force located in this region is converted into a volume
orce with the help of a Dirac delta function, which is written as

F = �� � C �12�

here � and � denote the surface tension coefficient and the cur-
ature of interfaces, respectively.

The curvature is obtained from

� = − �� · n� �13�
Equation �13� can be recast into

� =
1

�n��	 n

�n�
· �
�n� − �� · n�� �14�

hich can give better results in practice �21�. In Eqs. �13� and
14�, the unit normal vector to a surface is defined by

n =
�C�

��C� �
�15�

here C� is a smoothed volume fraction function, which improves
he accuracy of curvature, coming from

C� i,j = �
m,n

Cm,nK��ri,j − rm,n�,h��x�y �16�

here the smoothening function K is given by the cubic B-spline
roposed by Monaghan �22�,

K�r,h� =

40

7�
	1 − 6	 r

h

2

+ 6	 r

h

3
 if

r

h
�

1

2

80

7�
	1 −

r

h

3

if
r

h
� 1

0 otherwise
� �17�

here h represents the width of the computational stencil used for
moothening. Typically, we use h=3	 where 	 represents the grid
ize. The width of the computational stencil for the smoothening
hould be selected carefully. If the width is too small, then the
urvature accuracy is low, causing numerical instabilities. If the
idth of the computational stencil is too large, then we achieve an

xcessive smoothening and cannot capture a small change of the
urvature.

2.6 Time Integration. In Secs. 2.3–2.5, the methods to com-
ute the density, viscosity, convective term, viscous term, and

urface tension force in Eq. �3� are described. In this section, we

ournal of Heat Transfer
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solve the time dependent incompressible Navier–Stokes equations
on a collocated grid system. The fractional-step method �23,24� is
used. The crucial issue of the method is to eliminate the decou-
pling between pressure and velocity. The momentum interpolation
method �MIM� was proposed to avoid the decoupling on the col-
located grid system in 1980s �25�, which is incorporated with the
fractional-step method here.

Now we describe the fractional-step method. The intermediate
cell-centered velocity is obtained as follows:

u� =
�t

�n+1�− � · �� fu fu� + � · �� f��u + ��u�T�� + �g +
�u

�t
�n

+
�t

�n+1 ��� � C�n −
�t

�n+1 ��p�n �18�

Equation �18� is the time-discretization form of Eq. �3�. We define
the following:

ũ =
�t

�n+1�− � · �� fu fu� + � · �� f��u + ��u�T�� + �g +
�u

�t
�n

�19�

D =
�t

�n+1 �20�

Then, we have

u� = ũ + D��� � C�n − D��p�n �21�

The u ,v-component in Eq. �21� is written as

ui,j
� = ũi,j + Di,j���

�C

�x
�

i,j

n

− Di,j� �p

�x
�

i,j

n

�22�

vi,j
� = ṽi,j + Di,j���

�C

�y
�

i,j

n

− Di,j� �p

�y
�

i,j

n

�23�

where

� �C

�x
�

i,j

=
Ci+1,j − Ci−1,j

2�x
, � �C

�y
�

i,j

Ci,j+1 − Ci,j−1

2�y
�24�

� �p

�x
�

i,j

=
pi+1,j − pi−1,j

2�x
, � �p

�y
�

i,j

=
pi,j+1 − pi,j−1

2�y
�25�

We express the intermediate cell-edged velocity by mimicking
Eq. �21� as

u f
� = ũ f + Df��� � C� f

n − Df��p� f
n �26�

The u ,v-component in Eq. �26� is written as

ui+1/2,j
� = ũi+1/2,j + Di+1/2,j���

�C

�x
�

i+1/2,j

n

− Di+1/2,j� �p

�x
�

i+1/2,j

n

�27�

vi,j+1/2
� = ṽi,j+1/2 + Di,j+1/2���

�C

�y
�

i,j+1/2

n

− Di,j+1/2� �p

�y
�

i,j+1/2

n

�28�

where

ũi+1/2,j = �ũi,j + ũi+1,j�/2, ṽi,j+1/2 = �ṽi,j + ṽi,j+1�/2 �29�

Di+1/2,j = �Di,j + Di+1,j�/2, Di,j+1/2 = �Di,j + Di,j+1�/2 �30�

�i+1/2,j = ��i,j + �i+1,j�/2, �i,j+1/2 = ��i,j + �i,j+1�/2 �31�

� �C

�x
� =

Ci+1,j − Ci,j

�x
, � �C

�y
� =

Ci,j+1 − Ci,j

�y
�32�
i+1/2,j i,j+1/2
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� �p

�x
�

i+1/2,j

=
pi+1,j − pi,j

�x
, � �p

�y
�

i,j+1/2
=

pi,j+1 − pi,j

�y
�33�

The intermediate cell-edged velocity u f
� expressed in Eq. �26�

atisfies the momentum equation but cannot satisfy the mass con-
ervation condition. The pressure and the intermediate cell-edged
elocity should be modified so that the updated cell-edged veloc-
ty satisfies the continuity equation. The following Poisson equa-
ion for the pressure correction p� is solved to obtain an improved
ell-edged velocity field,

� · �Df��p�� f� = − � · �u f
�� �34�

The improved pressure and the cell-edged and cell-centered ve-
ocities are

pn+1 = pn + p� �35�

u f
n+1 = u f

� − Df��p�� f �36�

un+1 = u� − D��p�� �37�

2.7 Pressure Correction Solution. The pressure-correction
quation �Eq. �34�� is solved using a robust and efficient BiCG-
TAB algorithm proposed by van der Vorst �26,27�. The discreti-
ation form of the equation is

aPpP� = aEpE� + aWpW� + aNpN� + aSpS� + b �38�

here

aE =
De

�x
, aW =

Dw

�x
, aN =

Dn

�y
, aS =

Ds

�y
�39�

aP = aE + aW + aN + aS �40�

b = uw
� − ue

� + vs
� − vn

� �41�

n Eqs. �38�–�41�, the subscripts—P, E, W, N, and S—denote the
ell centers �i , j�, �i+1, j�, �i−1, j�, �i , j+1�, and �i , j−1�; e, w, n,
nd s refer to the cell edges �i+1 /2, j�, �i−1 /2, j�, �i , j+1 /2�, and
i , j−1 /2�, respectively.

The matrix form of Eq. �38� is

A� p� = B �42�

here the matrix A� is expressed as

A� =�
0 AN 0

AE

0 AW AP 0

AS

0 0
� �43�

n Eq. �43�, the five nonzero diagonals AP, AE, AW, AN, and AS

onsist of the coefficients aP, −aE, −aW, −aN, and −aS. The matrix
� is rewritten as

entry�A� � = �AS,AW,AP,AE,AN� �44�

We use the MILU method �28� to precondition the matrix A� .
he preconditioner M� is defined as

M� = L� D� U� �45�

he matrix entries of L� , D� , and U� are written as

entry�L� � = 	AS,AW,
1

DP ,0,0

P
entry�D� � = �0,0,D ,0,0�

41901-4 / Vol. 133, APRIL 2011
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entry�U� � = 	0,0,
1

DP ,AE,AN
 �46�

where DP is computed as

Di,j
P =

1

Ai,j
P − Di−1,j

P Ai,j
W�Ai−1,j

E + 
Ai−1,j
N � − Di,j−1

P Ai,j
S �Ai,j−1

N + 
Ai,j−1
E �

�47�

where 
 is set to be 0.99.
Based on the preconditioner M� , the procedure of the BiCG-

STAB algorithm to solve Eq. �42� is as follows:
Step 1. Set p�0 as an initial vector,

r0 = B − A� p�0

Step 2. Set r� as an arbitrary vector such that �r� ,r0��0; e.g.,
r�=r0,

�0 = � = 
0 = 1, w0 = q0 = 0

Step 3. For k=1,2 , . . . until rk� tolerance,

�k = �r�,rk−1�, � = ��k/�k−1�/��/
k−1� ,

qk = rk−1 + ��qk−1 − 
k−1wk−1�

Solve y from M� y=qk; wk=A� y

� = �k/�r�,wk�, s = rk−1 − �wk

Solve z from M� z=s; t=A� z


k = �t,s�/�t,t�
Then the new vector is p�k=p�k−1+�y+
kz,

rk = s − 
kt

2.8 Solution Procedure of ADV-VOF Method. Step 1. Ad-
vect the volume fraction function Eq. �4� by adopting the VOF
method based on the piecewise linear interface calculation �Sec.
2.2�.

Step 2. Calculate the cell-centered and cell-edged densities and
the viscosity in Eq. �3� �Sec. 2.3�.

Step 3. Solve the Navier–Stokes equations �Eqs. �2� and �3��
using the fractional-step method �Sec. 2.6�.

3 Numerical Comparisons
The objective of this section is to verify the advantage of the

ADV-VOF method by comparing it with the IDV-VOF method
via three two-phase flow problems.

3.1 The Dam Break Problem. Figure 3 shows the physical
model of the dam break problem. The initial liquid column has a
width of 0.146 m and a height of 0.292 m. The physical properties
are liquid density �l=1.0�103 kg /m3, viscosity �l=0.5 Pa s,
background gas density �g=1.0 kg /m3, viscosity �g=0.5
�10−3 Pa s, gravity g=9.8 m /s2, and surface tension coefficient
�=0.0755 N /m. Thus, both the density ratio and the viscosity
ratio of liquid over gas are 1000:1. Calculations are performed for
two different computational grids 80�80 and 120�120 with the
no-slip boundary condition.

Figure 4 shows the results computed by the ADV-VOF method
for two different computational grids and those reported by Martin
and Moyce �29�. The present numerical results are fully converged
and agree with the experimental data very well, proving that the
ADV-VOF method can get accurate solutions with the large den-
sity ratio and the viscosity ratio. However, the IDV-VOF method
cannot reach convergent solutions in this case.

3.2 The Droplet Falling Problem. The droplet falling prob-
lem is studied here. A liquid droplet of 0.01 m in diameter is
released from position �0.025 m, 0.15 m� in an initially quiescent

2
gas. The domain size is 0.05�0.2 m , with free slip boundary
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ondition on the walls. The liquid droplet density �l=1.0
103 kg /m3, viscosity �l=0.01 Pa s, gravity g=9.8 m /s2, and

urface tension coefficient �=0.01 N /m. The density ratio and
he viscosity ratio are the same, and their values are set to be 10:1,
00:1, 1000:1, and 10,000:1, respectively.

In order to show the effects of grid refinement, the calculation
s carried out on the computational grids 50�200, 75�300, and
00�400. In Fig. 5, we compare the droplet shapes at t=0.1 s.
here is little difference for the droplet shapes when the compu-

ation grids are equal to 75�300 and 100�400. So we select
5�300 as the computational grid in this problem.

Figure 6 shows the theoretical solutions of the droplet falling
elocity without gas drag force �i.e., v=gt�; the results computed
y the ADV-VOF method are at the ratios 10:1, 100:1, 1000:1,
nd 10,000:1, and the results calculated by the IDV-VOF method

Fig. 3 Physical model of dam break problem

ig. 4 History of fluid front marching along the ground
urface
Fig. 5 Droplet shapes at t=0.1 s at the ratio 1000:1

ournal of Heat Transfer
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are at the ratio 10:1. It is found that the droplet falling velocity
gradually approaches the theoretical solutions with increases in
the density ratio and the viscosity ratio. When the density and
viscosity ratios are 10,000:1, the gas drag force is almost negli-
gible; the droplet falling velocity approaches the theoretical solu-
tions. It is proved that the ADV-VOF method is accurate. The
ADV-VOF method obtains convergent solutions at the ratios 10:1,
100:1, 1000:1, and 10,000:1, but the IDV-VOF method only
reaches convergent results at the ratio 10:1. The above difference
of the two methods is caused by the different treatments of the
cell-edged density and viscosity. In the ADV-VOF method, the
accurate cell-edged density and viscosity are evaluated by the
PLIC, but in the IDV-VOF method, the cell-edged density and
viscosity are estimated by the linear interpolation, which causes
large errors.

Figure 7 shows the droplet falling velocity fields based on the
ADV-VOF and IDV-VOF methods at the ratio of 100:1. Reason-
able results are obtained by the ADV-VOF method, but results by
the IDV-VOF method are not reasonable due to the divergent
solution of the method at the large density and viscosity ratios of
100:1.

Fig. 6 Droplet falling velocity with time

Fig. 7 Droplet falling velocity field at the ratio 100:1 computed

by the ADV-VOF and IDV-VOF methods

APRIL 2011, Vol. 133 / 041901-5
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3.3 Single Gas Bubble Rising Problem. Grace �30� analyzed
large amount of experimental data on a single gas bubble rising

n an infinite quiescent liquid. He concluded that the single gas
ubble’s rising performance is determined by four independent
imensionless parameters: the Morton number �M�, the Eotvos
umber �Eo�, the viscosity ratio ���, and the density ratio ���,
hich are defined as

M = g�l
4/�l�

3 �48�

Eo = gd2��l − �g�/� �49�

� = �l/�g �50�

� = �l/�g �51�

here d is the initial bubble diameter. It is sufficient to consider
nly two dimensionless groups �M and Eo� when both � and �
end to be very large �30�, because in this situation, gas has little
nfluence on the bubble properties such as the bubble terminal
hapes and the Reynolds number �Re�. The bubble Reynolds num-
er Re is defined as

Re = �ldv�/�l �52�

here v� is the terminal bubble rising velocity.
A single gas bubble with diameter d=0.01 m is released from

he position �0.025 m, 0.02 m� in a quiescent liquid. The domain
ize is 0.05�0.15 m2, with free slip boundary condition on the
alls. Three cases are studied: Eo=1.0 and M=0.001 for case 1,
o=10.0 and M=0.1 for case 2, and Eo=100.0 and M=1000.0

or case 3. In the three cases, the density ratio and the viscosity
atio of �=�=100:1 and �=�=1000:1 are adopted, which are
ufficiently large to have little influence on the bubble properties.

For evaluating the grid independent, three different computa-
ional grids �50�150, 75�225, and 100�300� are adopted to
alculate the rising velocity of the single gas bubble with time for
ase 3. As shown in Fig. 8, there is little difference for the rising
elocity when the computation grids are equal to 75�225 and
00�300. So we select 75�225 as the computational grid in this
roblem.

Figure 9 shows the bubble terminal shapes of the three cases
omputed by the ADV-VOF method, which are spherical for case
, ellipsoidal for case 2, and spherical-cap for case 3. The com-

ig. 8 Rising velocity of the single gas bubble with time for
ase 3 at the ratio 1000:1
uted bubble shapes are exactly the same as the experimental

41901-6 / Vol. 133, APRIL 2011
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observations reported by Grace �30�. It is seen from Fig. 9 and
Table 1 that the bubble terminal shapes and Re, computed by the
ADV-VOF method, are slightly different for the two density and
viscosity ratios of 100:1 and 1000:1. It is found from Table 1 that
the ADV-VOF method reaches convergent solutions at the ratios
of 100:1 and 1000:1, but the IDV-VOF method can only achieve
convergent solutions at the ratio of 100:1. The IDV-VOF method
is not convergent due to large errors of the cell-edged density and
viscosity at the density and viscosity ratios of 1000:1.

Incorporating the above three problems studied, it is concluded
that the ADV-VOF method is greatly superior to the IDV-VOF
method under the large density and viscosity ratios between the
two phases.

Sussman et al. �31� and Kang et al. �32� used height fraction to
calculate the cell-edged density and viscosity. In these two refer-
ences, the nonconservative Navier–Stokes equations are adopted,

Fig. 9 Bubble terminal shapes computed by the ADV-VOF
method

Table 1 Reynolds number „Re… computed by the ADV-VOF and
IDV-VOF methods

Method ADV-VOF IDV-VOF

Ratio 100:1 1000:1 100:1 1000:1

Re �Case 1� 2.548 2.548 2.526 Divergence
Re �Case 2� 4.765 4.797 4.726 Divergence
Re �Case 3� 1.999 2.010 1.973 Divergence
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voiding the appearance of the cell-edged density in the convec-
ion term, so the cell-edged density refers to the average density of
he fluid in the control volume of the cell-edged velocity. In the
DV-VOF method, the conservative Navier–Stokes equations are

pplied, so the cell-edged density denotes the average density of
he fluid across the cell edge. Generally, the conservative Navier–
tokes equations compute problems more accurately. Here, the
roblem of the single air bubble rising in quiescent water is used
o compare the ADV-VOF method with the ghost fluid method
eported by Kang et al. �32�. The physical properties are �water
1.0�103 kg /m3, �water=1.137�10−3 Pa s, �air=1.226 kg /m3,
air=1.78�10−5 Pa s, g=9.8 m /s2, and �=0.0728 N /m. The
omain size is 0.02�0.03 m2, with free slip boundary condition
n the walls. A circular air bubble with a radius of 1/300 m is
eleased from the position �0.01 m, 0.01 m� in quiescent water.
igure 10 shows the air bubble shapes at t=0.05 s on the different
omputational grids 160�240 and 320�480, which are calcu-
ated by the ADV-VOF method and the ghost fluid method, re-
pectively. As shown in this figure, the variation in the computa-
ional grid has little influence on the air bubble shapes for the
DV-VOF method; however, the influence is large for the ghost
uid method. The ADV-VOF method shows its superiority in this
spect.

Conclusions
In this paper, the ADV-VOF method is proposed to solve two-

hase flow problems on the collocated grid system, which is a
imple, stable, efficient, and accurate method.

The simplicity of the method is ensured by the following: �1�
he variables of the volume fraction function, velocity, and pres-
ure are solved on one set of the grid. �2� The accurate cell-edged
ensity and viscosity are evaluated on the collocated grid system.

The stability and accuracy of the method are ensured by the
ollowing: �1� The conservative Navier–Stokes equations are
dopted and the accurate cell-edged density and viscosity are cal-
ulated. �2� A STOIC scheme, having high accuracy, stability, and
oundedness, is applied for the convection term.

The computation efficiency is described as follows: �1� The
ractional-step method is applied to solve the conservative
avier–Stokes equations. �2� The BiCGSTAB algorithm is

dopted to solve the algebraic equations formed by discretizing
he pressure-correction equation.

The effectiveness of the ADV-VOF method is verified by com-
aring that with the IDV-VOF method. It is concluded that the
DV-VOF method is greatly superior to the IDV-VOF method.
he proposed new method obtains accurate, stable, and conver-
ent solutions with large density and viscosity ratios between the
wo phases.
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Nomenclature
a � coefficient in the discretized equation
A� � coefficient matrix

AP ,AE ,AW ,AN ,AS � five nonzero diagonals of coefficient ma-
trix A�

b � constant term in the discretized equation
C � volume fraction function

C� � smoothed volume fraction function
d � initial bubble diameter

Eo � Eotvos number
F � surface tension force
g � gravity
h � width of the computational stencil
K � smoothening function
M � Morton number
M� � preconditioner
n � unit normal vector
p � pressure

p� � pressure correction
r � distance
r � position vector; residual vector
t � time

u ,v � velocity component in x ,y directions
u � velocity vector

x ,y � coordinates

Greek Symbols
� � density ratio
� � dynamic viscosity
� � interface curvature
� � viscosity ratio
� � density
� � surface tension coefficient

Subscripts
c � continuous phase
d � dispersed phase

e ,w ,n ,s � cell edges
f � cell edge
g � gas phase
l � liquid phase

P ,E ,N ,S ,W � cell centers

Superscripts
n � time level
� � intermediate value
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