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Abstract

To study the solid Cu ablation in vacuum, two different laser sources operating at 1064 and 308 nm wavelength are employed

at similar values of laser fluences. The infrared laser is a Q-switched Nd:Yag having 9 ns pulse width (INFN-LNS, Catania),

while the ultraviolet one is a XeCl excimer having 20 ns pulse width (INFN-LEA, Lecce). Both experiments produced a narrow

angular distribution of the ejected material along the normal to the target surface. The ablation showed a threshold laser power

density, of about 7 and 3 J/cm2 at 1064 and 308 nm, respectively, below which the ablation effect was negligible. The laser

interaction produces a plasma at the target surface, which expands very fast in the vacuum chamber. Time-of-flight (TOF)

measurements of the ion emission indicated an average ion velocity of the order of 4:7 � 104 and 2:3 � 104 m/s for the infrared

and ultraviolet radiation, respectively. We also estimated approximately the corresponding temperature of the plasma from

which ions originated, i.e. about 106 and 105 K for IR and UV wavelength, respectively. A discussion of the analysis of the

ablation mechanism is presented. At the used laser power densities the produced Cu ions showed ionisation states between 1þ
and 5þ in both cases.
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1. Introduction

Pulsed laser irradiation (PLI) of solid targets is a

technique in fast expansion since the 1980s, featuring

a wide application in different fields, such as nuclear

physics, microelectronics, engineering and bio-med-

icine. It can be used, for example, to produce high

temperature plasmas, to generate ion beams or to

produce electron beams, to deposit thin biocompatible

films on different substrates, and to investigate about

the complex phenomena occurring in non-equilibrium

plasmas [1–5].

In this work, the PLI technique is devoted to the ion

generation owing to its high potentiality in generating

good quality ion beams for high energy accelerators,

by means of the coupling to the electron cyclotron

resonant ion source (ECRIS) [6]. In this direction, PLI

can be further developed to enhance the ablation rates,

the plasma fractional ionisation and the production of

high ion charge states.
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The coupling mechanism of the laser light to the

target sample is an important key to understand the

ablation phenomena. Many investigations are devoted

to study the plasma characteristics as a function of the

laser irradiation ones (wavelength, pulse width, pulse

energy density, etc.) and to measure the maximum ion

charge state produced in the non-stable expanding

plasma.

Time-of-flight (TOF) measurements are particu-

larly interesting for the investigation of the plasma

plume composition because of its capability to record

a complete mass spectrum at each laser shot and to

evaluate the average ion kinetic energies and the

plasma temperature. This allows to monitor the

plasma fluctuations and temporal evolution of all

the species simultaneously emitted.

The comparison of PLI of solid copper targets at

two different wavelengths, in the infrared and ultra-

violet regions, is presented in this paper because very

interesting from the point of view of the basic involved

physics. The employed lasers, operating in nearly

similar experimental conditions, produce different

ablation effects due to a different photon–electron

energy transfer.

2. Materials and methods

Two lasers were employed for these experiments:

1. The Q-switched Nd:YAG laser at the INFN-LNS

of Catania. It has a wavelength of 1064 nm, a

pulse width of 9 ns (FWHM), a pulse energy

ranging between 1 and 900 mJ. Laser is operated

in single shot mode or in repetition mode (30 Hz).

It is focused on a Cu target placed in a vacuum

chamber at 10�7 mbar. The focusing lens has a

focal length of 50 cm. The incidence angle of the

beam was 458 producing a spot size of 6 mm2 (this

large spot size permitted to compare the pulse

power density to the one provided by the XeCl

laser).

2. The excimer XeCl laser at the INFN-LEA of

Lecce. It has a wavelength of 308 nm, a pulse

width of 20 ns (FWHM), and a pulse energy

ranging between 1 and 100 mJ. Laser operates at a

single shot and it is focused on a Cu target placed

in a vacuum chamber at 10�6 mbar. The focusing

lens has a focal length of 50 cm. The incidence

angle of the radiation was 708 and the spot size on

the target was 0.5 mm2.

The experimental configurations of Catania and

Lecce are very similar and their sketches are shown

in Fig. 1a and b, respectively.

Similar copper targets, as a sheet of 1 cm2 surface

and 0.5 mm thickness, were employed in the two

laboratories. During the experiments the target holder

was connected to the ground in order to avoid stray

potentials and it was rotated (10 turns/min) to irradiate

a fresh surface when a high repetition rate laser beam

was used.

The angular distribution of the material ejected is an

important characteristic, either to get a correct beam

diagnostic or to improve the coupling between the

laser ion source (LIS) and the accelerators. It was

monitored in both cases and evaluated by two different

analysis.

(a) For the IR radiation experiment, different alumi-

nium substrates were placed at different angles

around the target so that, during the ablation

process, a thin copper film was deposited on their

surface at a laser fluence of 10 J/cm2. The thin

film thickness, as a function of the deposition

angle, was measured through the X-ray fluores-

cence yield induced by 20 keV electron beam of a

SEM microscope.

(b) For the UV experiment, a glass substrate was

placed at about 3 cm from the target, in order to

evaluate the angular distribution of ejected

particle by optical measurements. By fixing the

laser fluence at 10 J/cm2, the film thickness

distribution was determined measuring its optical

transparency to a He–Ne laser source. The

thickness profile was measured trough a 0.2 mm

pinhole placed in front of the detector. The input

(Iin) and output (Iout) intensities are linked by the

well-known absorption relation (Iout ¼ Iin e�ax,

where x is the film thickness and a ¼ 6:85�
105 cm�1 is the absorption coefficient of copper

at the He–Ne wavelength).

Measurements of ablation yields, for a fixed number

of laser shots irradiation (generally from 100 to 500),

were obtained for the total emission (neutrals and

ions) by the weight loss of the copper targets. Instead,
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for the only ion emission, current measurements were

performed by using a small Faraday cup placed along

the normal to the target surface.

In order to measure the plasma flux and the ion

velocity, TOF measurements were performed using

Faraday cups at the end of a drift tube, along the normal

to the target surface. For these measurements the target-

cup distance was 0.44 and 1.4 m in Catania and in

Lecce laboratories, respectively. At LNS, a special ion

energy analyser (IEA) having an electrostatic deflector,

was also employed to measure the energy-to-charge

ratio, E/q, as described in a previous work [7]. In Lecce,

the ion charge states and kinetic energies were inves-

tigated placing the Faraday cup at the end of the long

TOF drift tube, to increase the time resolution and to

distinguish the current contribution due to different

charge states, as can be seen in [8].

The deposited Cu films on substrates and the pro-

duced craters on the targets were investigated mor-

phologically by SEM at 20 keV electron beam energy

Fig. 1. Experimental set-up at LNS-Catania laboratory (a) and at LEA-Lecce laboratory (b).
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and at different magnifications and by a high sensi-

tively profiler (Tencor P-10) operating with 1 mg point

force and 100 mm/s sweep velocity.

3. Results

By weighing the target mass before and just after a

known number of laser shots, the ablation yield was

determined and given in terms of removed mass (mg)

of copper per laser pulse. Fig. 2 compares the copper

ablation yields obtained using the two wavelengths

and measuring the total mass removed per pulse by

means of the laser irradiation. The results indicate that

two different fluence thresholds occur at 3 and 6.7 J/

cm2 for UV and IR radiation, respectively.

As a first approximation, the different threshold

values can be explained by the different irradiated

volumes. In order to evaluate them, it is necessary to

know the absorption depths, Z, which depends on the

‘‘skin depth’’, d, and on the thermal diffusion length,

L, according the following relationship [9]:

Z ¼ dþ L ¼
ffiffiffiffiffiffiffiffiffiffiffi

2

om0s

s
þ

ffiffiffiffiffiffiffiffiffiffi
k

rcs

t

s
(1)

where o is the radiation frequency, m0 the magnetic

permeability in vacuum, s the copper electrical con-

ductivity, k the thermal conductivity, r the density, cs

the specific heat and t the laser pulse width. Being

0.004 8C�1 the temperature coefficient of the copper

resistivity (1/s), at the boiling point of the copper at

10�7 mbar (�1800 8C) and at the employed laser

wavelengths, the electrical conductivity results

1:4 � 106 and 3:9 � 105 (O m)�1 for the IR and UV

radiation, respectively. In this experiment, d is negli-

gible with respect to L, in facts the skin depth is

about 25 nm for both IR and UV, while the thermal

diffusion length is 1.4 and 2.2 mm in the two cases,

respectively.

By considering the spot sizes, S0, due to the

employed lasers, the irradiated mass, m, will be given

by:

m ¼ rS0Z (2)

Taking into account the above parameters, the calcu-

lated mass m is 78 and 10 mg at 1064 and 308 nm,

respectively.

Now, in order to coarsely justify the experimental

laser fluence threshold, its theoretical value, Dth, can

be calculated approximately through the classic

Fig. 2. Ablation yield for the total emission as a function of the laser fluence at the investigated wavelengths.
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energy balance equation [10]:

Dth ¼ m

S0

� cs DT þ lf þ ele

1 � R
(3)

where DT is the temperature rise (boiling point at the

chamber vacuum), cs the specific heat, e represents the

ratio of the boiling mass on the total irradiated mass, R

the reflectivity at the boiling point and, lf and le the

latent heats of fusion and evaporation, respectively.

In order to compare the theoretical threshold values

to the experimental ones, it is needed to consider the

absorption of the laser light in the irradiated target

(factor 1 � R). The absorption depends mainly on two

factors: the target reflectivity and the plasma absorp-

tion. The latter can be neglected at the threshold

conditions while the first component can be easily

calculated by using the following relationship [9]:

R ¼ 1 �
ffiffiffiffiffiffiffiffiffiffi
8oe0

s

r
(4)

were e0 is the dielectric constant in vacuum. It results

0.14 and about 0 for the IR and UV radiation, respec-

tively, using the copper electrical conductivity at the

two employed wavelengths. Assuming e ¼ 0 at

threshold conditions, the theoretical calculations of

Eq. (3) give the values of 5.1 and 2.3 J/cm2 for IR and

UV irradiation, respectively. Although the reflectivity

value calculated through Eq. (4) is only approximated,

being R strongly dependent by the conditions of the

irradiated surface (roughness, liquid phase, tempera-

ture, incidence angle, etc.), the calculated threshold

values are in good agreement with the experimental

ones, as reported in Table 1.

Another interesting result concerns the thresholds

due to the only ion emission from the irradiated target.

It was obtained detecting the ion current as a function

of the laser fluence by means of a Faraday cup placed

along the normal to the target surface. The total charge

produced from the irradiated spot was then calculated

taking into account the angular distribution. The

obtained results, indicating the produced charge ver-

sus the laser fluence at the two wavelengths, are

reported in Fig. 3. These experimental results indicate

that the ion emission has almost the same experimen-

tal thresholds measured in the total emission (neutrals

and ions), that the ion emission increases linearly with

the laser fluence and that the ion production by UV

laser is higher with respect to the IR irradiation.

The ablation yield can be given also in terms of

emitted atoms or ions per single laser pulse. At the

fluence of 10 J/cm2, for example, the measured abla-

tion yield corresponds to 1:7 � 1016 and 1:8 � 1016

Table 1

Comparison of many data and experimental results obtained by the ablation of copper at the two used wavelengths

Catania Lecce

Laser wavelength, l (nm) 1064 308

Pulse width, t (ns) 9 20

Maximum laser energy, EL (mJ) 900 100

Laser spot, S0 (mm2) 6 0.5

Incidence angle (8) 45 70

Maximum laser fluence, FL (J/cm2) 15 20

Thermal diffusion length, L (mm) 1.4 2.2

Laser fluence—experimental threshold, De-th (J/cm2) 6.7 3

Laser fluence—theoretical threshold, Dth (J/cm2) 5.1 2.3

Reflectivity at 1800 8C, R (%) 14 �0

Ablation yield (at 10 J/cm2), Y (mg/cm2 per pulse) 1.75 1.83

Fractional ionisation at 10 J/cm2 fluence 0.09 0.36

Angular distribution (FWHM), Df �228 �188
Average ion velocity, hvi (m/s) 4.7 � 104 2.3 � 104

Average kinetic ion energy, hEi (eV) 920 200

Average plasma temperature, T �2 � 106 �4 � 105

Maximum charge state, Q þ5 þ5

Cu1þ/Cu2þ ratio 1.7 15.3

Grain size, G (mm) 1–5 1–5
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atoms/cm2 per pulse for the total emission at 1064 and

308 nm, respectively. Assuming the ion emission to be

mainly due to single charged atoms, at 10 J/cm2

fluence the experimental ion ablation yield is about

1:6 � 1015 and 6:5 � 1015 ions/cm2 per pulse at 1064

and 308 nm, respectively. In the above assumptions,

these data permit to evaluate the fractional ionisation

(ions/total ejected ratio) produced by the two laser

irradiations. At 10 J/cm2 fluence it is about 0.09 for

IR ablation and 0.36 for UV ablation, a factor four

higher fluence. The fractional ionisation increases sud-

denly at higher fluences. For example, LNS measure-

ments performed at a fluence of 100 J/cm2 have

demonstrated that the fractional ionisation in copper

increases up to about 20% [11].

The measurements of the angular distribution of

the copper atoms ablated from the target are reported

in Fig. 4. The data show that the angular distribution

Fig. 3. Charge density of ejected ions as a function of the laser fluence at the two investigated wavelengths.

Fig. 4. Comparison of the angular distributions of ablated atoms ejected from the irradiated copper at the two wavelengths.

L. Torrisi et al. / Applied Surface Science 210 (2003) 262–273 267



is similar at the two used wavelengths. The emission

is not isotropic, showing a symmetry around the

normal direction to the target surface with a FWHM

of about 448 at 1064 nm and 388 at 308 nm. This

result is in good agreement with literature data [12].

These angular distributions show a flat top profile,

which can be due to the self-sputtering effects of the

energetic deposited atoms, according to literature

[13].

Fig. 5 shows two typical TOF spectra for Cu ions

obtained at LNS (a) and LEA (b) laboratory. Both

spectra are detected along the normal to the target

surface. Spectra show the start peak due to the laser

photo-peak and a delayed large peak due to the

detection of the ion component ejected from the target

in the direction of the Faraday cup detector. From TOF

measurements, knowing the Faraday cup-target dis-

tances, it is possible to calculate the average ion

Fig. 5. Typical TOF spectrum of ion emission obtained at 1064 nm (a) and 308 nm (b).
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velocities as well as the average ion energies. To do

this we fitted the TOF curve with the following func-

tion [6]:

f ðtÞ ¼ ½1 � e�ðt�t0Þ=t1 � e�ðt�t0Þ=t2 (5)

where t0 represents the minimum value of the TOF

spectrum, t1 and t2 are the time constants of the rise

(fast ions) and descending (slow ions) of the TOF

distribution.The average velocity and kinetic energy

can now be calculated as:

hvi ¼ A

Z
d

t
f ðtÞ dt; hEi ¼ A

Z
1

2
m

d

t

� �2

f ðtÞ dt

(6)

Fig. 6. Ion charge states as detected at LNS by using the IEA (b) and at INFN-LEA by using the long drift tube (b).
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where A is the normalization constant. The average ion

velocities result 4:7 � 104 and 2:3 � 104 m/s, respec-

tively for 1064 nm and for 308 nm at 10 J/cm2 fluence.

Thus, the corresponding calculated average kinetic

energies, hEi, by Eq. (6) are 916 and 202 eV.

Table 1 shows the obtained average ion velocities

and kinetic energies.

The plasma produced at the target surface expands

in vacuum, so its density decreases very fast so as the

ion production. Assuming the expansion to be adia-

batic, the plasma temperature, T, can be evaluated,

according to the literature [14], by the following

relationship:

T ¼ hEi
2KB

ðg� 1Þ2

g

" #
(7)

where KB is the Boltzmann constant and g the adia-

batic coefficient. This relationship is valid for a neutral

emission and can be employed only as a first approx-

imation, for ions having low charge states, in order to

have an idea of the temperature value of a Boltzmann

Fig. 7. Ion energy distributions for different Cu charge state due to IR (a) and UV (b) irradiation.
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distributed particles. For mono-atomic species the

plasma temperatures at the two-used wavelengths

are of the order of 2 � 106 and 4 � 105 K, correspond-

ing to about 170 and 34 eV, for IR and UV radiation,

respectively, as reported in Table 1.

An interesting collection data concerns the ion

charge state. The measurements performed in this

direction using the ion energy analyser of LNS have

permitted to measure both the ion energy and the ion

charge state measuring the E/q ratio. Fig. 6a shows

typical spectra of Cu ion detection, along the normal to

the target surface, obtained at a laser fluence of 15 J/

cm2. The spectrum in the top represents the IEA

detection showing five characteristic peaks due to the

measure of the ion yields Cu1þ, Cu2þ, Cu3þ, Cu4þ

and Cu5þ. The Fig. 6a shows also, for comparison, the

Fig. 8. Particulars of SEM investigations about the Cu films deposited on aluminium substrates at 1064 nm (a) and at 308 nm (b).
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IC detection of the ions ejected by the plasma (in

the bottom). Fig. 6b shows typical TOF spectra of

the Cu ion detection at LEA by using different accel-

erating voltages, indicating a better TOF resolution at

10 kV acceleration, at which five charge states are

detected.

Fig. 7a shows a typical result about the ion charge

states and their energy distributions obtained at LNS

by varying the electrostatic deflection bias. The dis-

tributions are approximately as a Boltzmann and show

high contribution from Cu1þ and Cu2þ ions and lower

contribution of the higher charge states, a result in well

agreement with the literature [15].

By means of a stopping potential, as described in

[7], the energy analysis of Cu1þ and Cu2þ was per-

formed at LEA resulting in the distributions shown in

Fig. 7b.

By considering the major contribution of the ion

charge states, represented by Cu1þ and Cu2þ, their

relative amount was evaluated by the Cu1þ/Cu2þ

ratio. This relative amount is about 2 and 15 for

the ion production at 1064 and 308 nm, respectively.

Higher charge states are also present but with a very

low intensity. Results obtained at LNS of Catania

demonstrated that the ions having higher charge

states have higher kinetic energy and their energy

distribution is similar to a ‘‘Boltzmann-shifted-Cou-

lomb’’ distribution [16]. Ion emission is subjected not

only to the thermal and expansive velocity, such as

for neutrals, but also to a Coulomb velocity due to

electrical interaction between ions and target, i.e. to a

residual electrical potential that produces increasing

of the ions energy depending on their charge state.

Thus, the total kinetic ion energy increases with

the ion charge state, an effect which enlarges the

ion charge distributions of the ions at higher charge

states [16].

The ablated mass from the target, deposited on near

aluminium substrates placed at different angle around

the target, has been investigated morphologically by

SEM. The thin films have been investigated in thick-

ness and grain size distribution. Fig. 8 shows typical

SEM investigations of thin Cu films deposited by

using pulse laser deposition at 1064 nm (a), on Al

substrate and at 308 nm (b) on glass substrate. Both

films show an uniform background, probably due to

the Cu evaporation process, surmounted by small

grains. The average grain size is comparable for the

two wavelengths and of the order of 1–5 mm. Preli-

minary results indicate a grain size increasing with the

laser fluence. The grain size angular distribution

points out a grain decreasing from the normal to the

target surface towards large angles, in agreement with

a previous work [12].

4. Discussions and conclusion

By comparing the results of copper ablation at 1064

and 308 nm, it is possible to observe that, although the

laser power densities are comparable in the two cases

and the ablation rates are similar, the average kinetic

ion energy is higher for the infrared radiation with

respect to the ultraviolet one. This means that also the

plasma temperature is higher at 1064 nm. However,

the result concerning the fractional ionisation indi-

cates that the UV photons are more efficient to ionise

the copper atoms.

The higher ion kinetic energy for infrared radiation

is in agreement with the higher energy transfer, from

the photons to the free electrons, determining a higher

energy absorption at 1.17 eV against the 4 eV for the

UV radiation. Due to the very fast laser energy deposi-

tion of the infrared laser, with respect to the ultraviolet

one, it could be possible, in fact, to produce a laser

irradiation of the plasma at its first stage of formation,

when its density is very high. In this way the photon

energy transferred to the plasma electrons produces a

higher plasma temperature by thermal processes. The

temperature of Cu ions produced by laser ablation at

1064 nm, in facts, is significantly higher than for

308 nm, which would originate from the efficient

heating of plasma by inverse Bremsstrahlung absorp-

tion at 1064 nm [17].

The angle distribution of the atomic emission

around the normal to the target surface is practically

the same for both radiations at the same fluence.

Results indicate a larger distribution using the IR

radiation, due to the larger thermal effect (evaporation

component), in agreement with the literature [14].

The grain size distribution in the deposited films is

similar for both radiations at the same fluence. The

micrometric grains in both cases can be justified by the

non-equilibrium phenomena which can generate clus-

ters emission and splashing effects with a production

of micro-metric grains in the deposited film [10].
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