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ABSTRACT

This paper presents a new information visualization frame-
work that supports the analytical reasoning process. It con-
sists of three views - a data view, a knowledge view and
a navigation view. The data view offers interactive informa-
tion visualization tools. The knowledge view enables the an-
alyst to record analysis artifacts such as findings, hypotheses
and so on. The navigation view provides an overview of the
exploration process by capturing the visualization states au-
tomatically. An analysis artifact recorded in the knowledge
view can be linked to a visualization state in the navigation
view. The analyst can revisit a visualization state from both
the navigation and knowledge views to review the analysis
and reuse it to look for alternate views. The whole analysis
process can be saved along with the synthesized information.
We present a user study and discuss the perceived usefulness
of a prototype based on this framework that we have devel-
oped.
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INTRODUCTION

Information visualization helps to understand data using in-
teractive abstract visual representations [10]. Interactive ex-
ploration of the data can lead to many discoveries in terms
of relations, patterns, outliers and so on. It is difficult for
the human working memory to keep track of all findings.
Hence, synthesis of many different findings and relations
between those findings increase the cognitive overload [27]
and thereby hinders the reasoning process.

Visual analytics is the science of analytical reasoning facili-
tated by interactive visual interfaces [32]. It combines tech-
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niques from information visualization and computational data
analysis to support the analytical reasoning process. The
grand challenge in the visual analytics research agenda [32]
calls for developing information visualization to perform data
analysis as well as structured reasoning. This includes the
construction of arguments, convergent-divergent investiga-
tion and evaluation of alternative hypotheses. In this way,
sensemaking is facilitated.

Sensemaking involves seeking information, organizing and
analyzing it, and possibly forming new knowledge and in-
forming further action [10]. Pirolli and Card [27] organize
the sensemaking process of an analyst into two major loops:
the information foraging loop and the sensemaking loop.
The information foraging loop involves organizing informa-
tion into some schema [26]. The sensemaking loop involves
development of a mental model from the schema to support
or contradict the claims [29]. They found that for effective
analytical reasoning, analysts opportunistically mix the two
loop. In practice, the support of information visualization
tools for the sensemaking process is limited to the informa-
tion foraging loop, and the sensemaking loop has to be done
in the analyst’s mind.

In this paper, we present a new information visualization
framework that supports the analytical reasoning process.
We first consider analytical reasoning in general and in com-
bination with visualization, and derive requirements from
this. Next, we present our solution, which consists of a com-
bination of three views - a data view, a knowledge view and
a navigation view. The data view offers interactive infor-
mation visualization tools. The knowledge view enables an
analyst to record the analysis artifacts. The navigation view
provides an overview of the exploration process by capturing
visualization states automatically and presenting them to the
user. We argue that by using this information visualization
framework the analyst can review the analysis, validate the
findings and revise them. The analyst can also organize the
findings in the knowledge view to build a case. The whole
analysis process can be saved and presented to others along
with the findings. To support this argument, we present a
user study and discuss the perceived usefulness of a proto-
type based on this framework that we have developed.

ANALYTICAL REASONING IN INFOVIS

The analytical reasoning process is often not a systematic
process. Information foraging in information visualization
can be described as navigation through an information space
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facilitated by various interactions such as dynamic query
[30], overview + detail [28], direct manipulation [11], focus
+ context [15] and so on. These interactions enable the ana-
lyst to view the data in different ways during the exploration
process. The exploration evolves based on the analyst’s prior
knowledge, and clues or findings in each visualization state.
It is similar to berrypicking [2] in which the evolution of the
navigation is opportunistic, and information is gathered in
bits and pieces. In this context, the knowledge creation pro-
cess is unsystematic, continuously evolving and emergent
[6]. Hence, the analyst must be aware of what has been done
and found during the exploration process to perform effec-
tive reasoning.

During data analysis, the user looks for evidence from the
data to construct, confirm or contradict a claim. Based on
the relations that the evidence have with the data in context
of the analysis’ purpose, the user’s mind constructs men-
tal models of the information structure [20]. In the context
of interactive information visualization, the evidence can be
found in terms of patterns or outliers by changing views and
data specifications. If the argumentation process is complex,
it is important to externalize the evidence and causal links
between them for effective reasoning [25].

To further understand the requirements for the analytical rea-
soning process in information visualization, we looked at
traditional well-founded reasoning theories. Johnson-Laird
and Byrne [21] observed that there are three basic stages in
different reasoning theories such as spatial reasoning, propo-
sitional inferences, syllogisms, and so forth. They are model
construction, revision and falsification. In the first stage, the
argument premises are understood and mental models are
constructed based on the premises’ content. In the second
stage, the model is scanned to formulate a putative conclu-
sion. In the third stage, alternate models are searched for
to contradict the putative conclusion. If there are no alter-
nate models, the conclusion is accepted; otherwise, the an-
alyst returns to the second stage to assert the validity of the
other conclusions against the alternate models. Therefore,
it is clear that externalization of the mental models is not
enough to support the entire reasoning process. The other
two analytical reasoning phases — revision and falsification
— have to also be supported.

Further, it is important to communicate what has been found
during the exploration process to others for a collaborative
decision making process. Viegas and Wattenberg strong ar-
guments for communicating insights along with visualiza-
tion to others through their communication-minded visual-
ization framework [35]. Further design considerations for
sharing insights in collaborative visual analytics are discussed
by Heer and Agarwal [17].

From the above discussion, we set out the following require-
ments for the analytical reasoning process in information vi-
sualization. The user has to be enabled to:

1. externalize the analysis artifacts such as evidence, hypothe-
ses, assertions and causal links between them;
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2. organize the analysis artifacts and the causal links between
them to support or contradict a claim;

3. review and revise the exploration process;

4. link externalized analysis artifacts and visualizations to
support these;

5. present his findings along with his analysis process to oth-
ers.

In summary, for effective reasoning process, the user must
have an overview of what has been done and found. There-
fore, to keep track of the exploration process and insights, a
history tracking mechanism and a knowledge externalization
mechanism respectively are essential. Hence, to support the
analytical reasoning process in information visualization, a
framework with both a history tracking mechanism and a
knowledge externalization mechanism is required.

RELATED WORK
We now present previous work in history tracking and in
knowledge externalization.

History Tracking

A common approach to automatically record the exploration
process is to capture low-level user actions such as mouse
events, keyboard events and to provide a linear history. The
user can revisit the linear history using an undo-redo mech-
anism. It is used for recovery and reversal operations [1].
After backtracking, on performance of a new action by the
user, the recent forward actions are deleted. Hence, the com-
plete navigation is not captured.

Another approach is to use a tree structure to capture the ex-
ploration process. In GRASPARC [7], a problem solving
framework which integrates the computation and visualiza-
tion process, a history tree is used to model the search for an
optimal solution to numerical simulations. The nodes of the
history tree hold snapshots of the parameters, raw data and
image representation at various stages of the analysis, and
edges represent the user navigation. It allows the user to se-
lect a snapshot as a new branch point, or to select a sequence
of snapshots for visualization.

In image-graphs [24], a graph representation is used to cap-
ture the parameter settings during visual data exploration.
The edges hold parameters, nodes display the resulting im-
ages. The user can perform operations on the edges and
nodes to produce new visualizations. Since the image graph
is a parameter-based interface, the rate of growth of param-
eter settings makes it difficult to display and compare re-
sulting images. A branching time model is used in Visage
[13] to capture direct manipulation tasks during visual data
exploration. A time-travel interface is used to visualize the
branching time model that allows the user to revisit the anal-
ysis and reuse a sequence of direct manipulations on a new
branch timeline.

In scientific visualization, there is a growing interest in the
management of the scientific data and visualization process.
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Often, the scientific data changes during analysis and the
specifications of the visualization pipeline have to be tweaked
for accurate results. VisTrails [4], a scientific visualization
workflow system, allows the creation and maintenance of vi-
sualization pipelines, and optimizes their execution.

The models described above provide solutions for backtrack-
ing visualization states using history or workflow mecha-
nism. However, they do not enable the user to capture his
reasoning while viewing the data.

Knowledge Externalization

The design of information visualization tools often ends af-
ter creating interactive visualizations to explore the data, and
little support for information synthesis for analytical reason-
ing is offered. Sometimes, annotations are offered to identify
interesting patterns or objects on the visualization. Anno-
tations can be attached to hand-drawn marks that are used
to highlight interesting patterns or objects, for instance, en-
circling a region in the visualization. Denisovich [12] uses
hand-drawn marks on top of a map to select objects, simi-
lar to lasso selection, and to attach annotations to them. The
user can access the findings from the annotations list. Ellis
and Groth [14] use annotations to share discoveries in their
collaborative data visualization environment. The annota-
tions are stored in a separate layer on top of the data and
enable expression of free thoughts. Often, annotations are
used as attention pointers to the synthesized information. If
the number of annotations on top of the visualization is large,
it is difficult to express relations among the annotations.

In sense.us [18], a discussion forum is used to express opin-
ions on visualizations. The users can share their findings or
free thoughts by starting a new thread or adding to an exist-
ing thread along with a link to the visualization. The threads
within the discussion forum are independent and do not pro-
vide an overview of the causal links between the findings
shared in the discussion forum. While performing complex
analysis, it becomes difficult for the human working mem-
ory to maintain the causal link between various propositions
in the discussion forum [5].

In Harvest [16], knowledge is synthesized as concept in-
stances. A concept is described using a data ontology based
on type, parent type and user-defined attributes. The user
can create a new concept or collect evidence to an exist-
ing concept. The concepts can be modified, merged, or re-
moved. The links between the concepts and evidence are
maintained by the synthesis manager based on the data on-
tology. The synthesized knowledge is visualized using a
graph-like structure in the synthesis space. Sandbox [37] al-
lows the user to jot down hypotheses, evidence using a white
board metaphor within the TRIST framework [22]. It allows
the analyst to save references to any relevant information in-
cluding documents, snippets, images, tables, etc. Concept
maps are automatically generated by Sandbox based on the
text-to-concept map algorithm. Jigsaw [31], a visual analyt-
ics system represents connections and relationships between
entities in document collections.
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APPROACH

Harvest and Sandbox offer support for evidence marshalling.
However, they do not associate synthesized concept with any
visualization. It is not possible to review the synthesized
concept using the corresponding visualization that leads to
the finding. Hence, they do not suffice the requirements for
supporting the analytical reasoning process. To satisfy the
requirements for the analytical reasoning process through
information visualization, we argue that the user has to be
provided with three different types of visual representations:

e Data view: visual representation(s) of the data;

e Navigation view: visual representation(s) of the explo-
ration process;

e Knowledge view: visual representation(s) of the analysis
artifacts and their causal links.

The data view consists of interactive information visualiza-
tion tools. The navigation view provides an overview of
the exploration process by capturing the visualization states
automatically. The knowledge view enables the users to
record their analysis artifacts and the causal links between
them. The users can also organize the analysis artifacts in the
knowledge view to build a case to support or contradict an
argument. The user can establish a link between an analysis
artifact in the knowledge view and a visualization state in the
navigation view. Hence, the user can revisit a visualization
state from both navigation and knowledge views to review
the analysis and to validate the findings. After revisiting
the visualization state, the user can reuse it to look for alter-
nate views. Thus, the three phases of the analytical reason-
ing process (model construction, revision and falsification)
are supported. This information visualization framework for
supporting the analytical reasoning process is shown in (fig-
ure 1).

Navigation view

Figure 1. An information visualization framework for supporting the
analytical reasoning process

Knowledge view

The key feature in this framework is that it allows the user to
establish a link between the externalized knowledge artifact
in the knowledge view and a particular visualization state
asynchronously. A visualization state can be associated with
more than one analysis artifact in the knowledge view. In
the following sections, we describe the components of the
framework in detail.

Data View

The data view is a container for interactive information vi-
sualization tools to explore the data. It has two components:
visual representations and interactions. Visual representa-
tions can vary from a single visualization to multiple visual-
izations depending on the nature of the data and the analysis.
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Often, the data is so complex and large that static visualiza-
tions fall short. Hence, interactions are needed to explore the
data by modifying the data transformation, visual mappings
and view transformation [10].

An interaction interface is defined as an interface that trans-
lates user actions such as mouse events, key events and other
input events into visualization specifications. These interac-
tion interfaces enable the user to apply changes to various
stages in visualization pipeline [10] such as the data orga-
nization, data filtering, data mapping on visual representa-
tion, and displaying to the user. A dynamic query interface
is used for specifying data filters. A visual mapping inter-
face is used to specify transformations from data to visual
representations, for instance, a data clustering interface and
changing axes in a scatter plot. Direct manipulation is used
to select objects for tracking or emphasis. A view settings
interface is used to change color maps, form (shape) encod-
ing, camera parameters, overview and details, panning and
zooming. These interfaces are some examples of how inter-
action interfaces help to specify visualizations interactively
and explore complex dataset rapidly.

Navigation View

The navigation view provides an overview of the exploration
process by capturing the visualization states automatically.
We now describe a history tracking mechanism to capture
the visualization states automatically.

In interactive visualization, the dataset D is transformed into
an image I based on a specification S [34]. S includes visu-
alization methods, attribute filters, graphical filters applied
through direct manipulation, color mappings, clustering and
so forth. The user provides the specification S; to the system
based on the current knowledge K;_; to generate the image
I;. K; is the total knowledge gained by the user. The user re-
peats the process of generating a new image I, 1 by provid-
ing a new specification S;; based on K, until the desired
results are achieved. Thus, the user navigates through the
data by changing S. Figure 2 shows the visualization state in
the user navigation at time t.

5.(0) — T,

[

U-‘
ser I-(l 1_,51 KL_"

System

Figure 2. The visualization state in the user navigation at time t

A new visualization state is recorded automatically when the
visualization specification is changed via an interaction in-
terface. This allows users to roll back to previous visualiza-
tion states. When a visualization state is revisited, the image
I is regenerated based on S and D of that state. The user
can reuse the revisited visualization state by changing S and
D. This creates a new branch, resulting in a tree structured
navigation path that is similar to a history tree representation

[7].

Initially, we use a history tree representation to show the
structure of the exploration process. A node represents a
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Figure 3. Navigation view

Navigation View

(b)
FE State description
I 1

bo b
INERNERNCINER 4

() Show navigation structure only (a)

© Shew navigation structure and timslines

<

Figure 4. Navigation view implementation

visualization state. An edge between the adjacent nodes is
labeled with the user action (see figure 3(a)). The history tree
is drawn using a horizontal-vertical tree layout. A new node
is appended to the tree at the right in the horizontal direction.
A new branch is created below existing ones in the vertical
direction. To avoid cluttering between edges, a right heavy
horizontal-vertical layout algorithm is used [33]. Figure 3(a)
shows the structure of the navigation. A branch represents a
revisit and reuse of an already existing visualization state.

To understand the temporal context, it is important to see
the sequence of visualization states along with the structure
of the navigation. Figure 3(b)) shows the structure of the
navigation ordered by time in the horizontal direction. The
user can toggle between the two representations during the
analysis via the settings interface (see figure 4(a)). The user
can revisit the visualization states sequentially in the order
of creation using back and forward arrow keys. This action
is similar to the undo-redo mechanism. Also, the user can
hover over a node to get information about the visualization
state (see figure 4(c)) and jump to any visualization state in
the navigation view. An overview window is used for pan-
ning over the history tree (see figure 4(d)).

When a visualization state is linked to objects in the knowl-
edge view, it is marked with a star in the navigation view
(see figure 3 and figure 4(b)). The current visualization state
in the navigation is highlighted in yellow.

Knowledge View
According to Larkin and Simon [23], a diagrammatic repre-
sentation is better than a sentential representation for search-
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ing and recognizing concepts and their relations. The use
of an appropriate diagram helps the user to make all the
possibilities explicit and reason more rapidly and accurately
[3]. Based on these premises, numerous diagramming tech-
niques such as mind maps, concept maps, cognitive maps,
affinity diagrams, causal maps, and so forth have been de-
veloped to facilitate the reasoning process [8]. However, in
some cases just placing the concepts next to each other in
some meaningful order will be sufficient. Hence, a knowl-
edge view should be a flexible environment for analysts to
structure the analysis artifacts according to their thought pro-
cess. We therefore have chosen to design the knowledge
view as a basic graphics editor. It helps the users to construct
diagrams to externalize their mental models and structure ar-
guments.

A note is the basic entity to record the findings. A note is ei-
ther rectangular (see figure 5(a)) or elliptical (see figure 5(b))
in shape. Notes can be organized into a group with a title (see
figure 5(c)). The tool supports multiple group levels (see
figure 5(d)). A connector line can be drawn between notes,
groups, and a note and a group (see figure 5(e)). The connec-
tor line can be drawn with or without directed arrows to rep-
resent causal relations between findings. These entities en-
able the analyst to record the analysis artifacts such as find-
ings, assumptions, hypotheses and causal relations; organize
them into some schema; and build a case to support or con-
tradict an argument. Thus, the output of the knowledge view
can vary from simple placement of notes next to each other
to highly structured and systematic argumentation based on a
diagramming technique. The knowledge view canvas can be
panned in all directions if more space is needed. The knowl-
edge view uses a flip-chart metaphor, such that the analyst
can create any number of sheets to record the findings.

When an entity in the knowledge view is linked to a visual-
ization state, it is marked with a star (see figure 5(f)). The
user can revisit visualization states by clicking on the starred
entities in the knowledge view. The knowledge view sup-
ports an undo and redo mechanism for creating entities, re-
arranging and linking with a visualization state. The linking
is synchronized with the history tracking mechanism (de-
scribed in the previous section).

PROTOTYPE

For understanding the support offered by the information
visualization framework for analytic reasoning process, we
implemented a prototype of the framework - Aruvi. We de-
veloped a scatterplot visualization with a dynamic query in-
terface as a part of the data view. Scatterplots are extensively
used in multivariate data analysis to identify correlation be-
tween two attributes. A classic example of a scatterplot com-
bined with a dynamic query interface is the dynamic home
finder application[36]. This approach is also found modern
tools such as Spotfire™and GapMinder™, to name a few.

The scatterplot in the data view can plot ordinal and nom-
inal attributes on the x- and y- axes. In case of nominal
attributes, the unique values of the attribute are sorted al-
phabetically and mapped onto an axis. When the attribute
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Figure 5. Knowledge view

mapping of an axis of the scatterplot is changed via a drop-
down menu (see figure 6(k)), the transition to a new mapping
is animated. When one of the axes is kept constant and other
axis is changed continuously, it aids to recognize the change
in the correlation between the new attribute and the previous
attribute.

Three different mappings of the data are available in the scat-
terplot based on size encoding. First, the objects are plotted
on the scatterplot without size encoding. This view helps to
understand the correlation between the two attributes. Sec-
ond, the objects can be grouped according to the x- and y-
axes values and the density of the objects at each data point
on the scatterplot is plotted using size. Third, the object size
can be set based on an attribute value. This mapping en-
ables comparison of three attributes at the same time. These
different mappings can be chosen via the size interface (see
figure 6(d)). The scatterplot is attached to a dynamic query
interface. The dynamic query interface automatically gen-
erates query widgets for the data attributes according to the
data type. For text and boolean data types, a check box list
with unique values is created (see figure 6(n)). For numeric
data types, a slider is created to specify range selection (see
figure 6(g)). Any change in the attribute filters is reflected on
the scatterplot dynamically. An attribute filter is reset using
the reset button (see figure 6(h)).

The scatterplot implements a Degree of Interest (DOI) model
based on attribute filtering through a dynamic query inter-
face, and selection through a direct manipulation technique.
The objects on the scatterplot are selected or unselected by
picking, and rectangles drawn on top of the scatterplot. There
are three levels of DOI: low (objects that do not satisfy the
attribute filters), medium (objects that satisfy the attribute fil-
ters), and high (objects that satisfy the attributes filters and
are selected through direct manipulation). The color encod-
ings for the three levels of DOI are gray, green and orange
respectively (see figure 6(m)). Only the objects with medium
DOI can be selected through direct manipulation. The DOI
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Figure 6. The Aruvi prototype. The alphabet labels describe the interaction interfaces of the prototype explained in the Prototype section. The
numeric labels are used to describe an analysis process presented in the Use Case section.

of the objects does not change when the data mapping is
changed by changing the axes or size. Hence, it is possible
to track or emphasize the interesting objects during the en-
tire exploration process. The three levels of DOI facilitate
convergent analysis. However, the analyst can revert back
to a previous DOI of the objects using the history tracking
mechanism and continue the analysis with different DOIs for
the objects. Hence, divergent analysis is also supported.

The analyst can choose to show or hide the /ow DOI objects
via the show only filtered data interface (see figure 6(c)). The
current selection interface (see figure 6(q)) displays the list
of objects with high DOI. When there is no selection, it dis-
plays the list of objects with medium DOI. The object list in
the current selection interface can be added as a note in the
knowledge view using the paste as new note interface (see
figure 6(r)). The scatterplot allows zoom-in to a particular
region of the scatterplot via the Zoom in interface (see fig-
ure 6(e)). The settings interface (see figure 6(b)) toggles the
display of the size and show only filtered data interfaces. An
information bar interface (see figure 6(f)) is used to display
details about the selection and size encoding. Finally, the
analyst can save, reopen or recover the last analysis using a
file menu (see figure 6(a)).

History Tracking
The granularity of the history tracking can be chosen in vari-
ous ways. For instance, all changes to the visualization spec-
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ification can be captured. However, some heuristics on spec-
ification change detection can be applied to avoid too much
low level detail. For instance, when the user continuously
changes the filter in the dynamic query interface, the changes
are reflected in the visualization (scatterplot) but are not cap-
tured by the history tracking module. We found it to be con-
venient just to capture the visualization state when the mouse
pointer leaves the dynamic query interface and if atleast one
of the filters has been changed. Other heuristics, like detec-
tion of (not necessarily continuous) change patterns could be
used and will be studied in the future. The base model itself
does allow for a variety of choices here.

USE CASE

We now present a simple use case where a user explores a
digital camera dataset (565 cameras with 15 attributes) us-
ing the Aruvi prototype. There are a several tasks that the
user might perform with the data, such as detecting trends
and finding cameras that meet user requirements. To per-
form trend analysis, the user compares the digital camera
attributes for different years. The user uses the scatterplot in
the data view for this comparison.

The user records the findings in the knowledge view using
a mind map. The mind map is a diagram used to represent
ideas linked to and arranged radially around a central idea
[9]. The user records the central idea - trend analysis - in
note 1 (see figure 6(1)). Firstly, the user plots the number
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of megapixels over the years. The user records the finding
in note 2 (see figure 6(2)) and links the note to the current
visualization state in the navigation view. Subsequently, the
user compares the zoom-ratio, eyepiece and download in-
terface attributes against year by changing the scatterplot y-
axis. Notes 3, 4 and 5 are the user’s findings; each of these
notes is linked to the corresponding visualization state in the
navigation view. The user then checks whether the selected
cameras have internal memory and records the findings in
note 6. The user completes the mind map by connecting
notes 2, 3 and 4 with note 1, and note 6 with note 5 using the
connector line with arrow.

Based on the trend analysis and the user’s own knowledge
about the digital camera market, the user defines require-
ments for selecting a camera. The user revisits the visualiza-
tion states by clicking on the notes recorded in the knowl-
edge view to gain an overview of his analysis. The user
records those requirements in note 7. In this case, the user
is looking for a recent camera from manufacturers such as
Canon, Nikon, and Sony with 7 megapixels and with a dig-
ital TTL (through-the-lens) eyepiece. The user revisits the
visualization state where the cameras with digital TTL were
selected by clicking on note 4. Then the user changes the
size encoding to the megapixels attribute. This creates a new
branch in the navigation view (see figure 6(8)).

Using the dynamic query interface, the user selects those
manufacturers recorded in note 7 and sets the megapixels
attribute range to above 7 megapixels. Three cameras match
the requirements. The user records this finding in note 9.
The user plots the zoom-ratio attribute against year. Then the
user picks the most recent camera with high zoom-ratio sat-
isfying the requirements. The scatterplot in the figure shows
this state (see figure 6(f)). The user records this state with
note 10. The user connects notes 4 and 9, and 9 and 10 to
indicate the selection process. The user then groups notes 7,
9 and 10 used for the camera selection (see figure 6(10)).

This use case demonstrated how a user combined both the in-
formation foraging loop and sensemaking loop opportunisti-
cally to reason about the camera dataset and select cameras.
This combination was facilitated by revisiting the visualiza-
tion states from the externalized the analysis artifacts in the
knowledge view and revising them. Thus, using the data,
navigation and knowledge views, the whole exploration pro-
cess can be revisited, revised, and presented to others along
with the synthesized information.

USER STUDY

We conducted a user study to understand the support of-
fered by the Aruvi prototype to the analytical reasoning pro-
cess. The user experiment focused on the quality of results
achieved using the Aruvi prototype. Further, the user re-
quirements were captured for adding new features and for
enhancing the existing features of the Aruvi prototype to im-
prove the analysis process.

We invited analysts from different domains to participate in
the user study. Four analysts participated in the final user
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study. The analysts came up with their own datasets. Ana-
lyst 1, a usability researcher, was interested in understanding
the qualitative output of a usability analysis. The analyst was
using a scatterplot to generate hypotheses on the data and
perform an initial assessment to decide on the choice of sta-
tistical analysis method to draw clear conclusions. Analyst
2, a software quality consultant, was interested in the cor-
relation between the software metrics of a software project
to assess the software maintainability and design test cases.
The analyst so far was using a pivot table [19] to arrange and
sort the columns for comparison. Analyst 3, a software qual-
ity modeling researcher, was interested in identifying the
outliers and build a case for software analysis based on the
software metrics data of a software project. Analyst 4, an ur-
ban planning researcher, was interested in the chronological
buildings characterization for a city in India to understand
how the buildings were developed and their attributes were
shaped.

The study had three steps: a training session, an exploration
session and an interview with the analyst. Following the
training session, the analysts were asked to perform an anal-
ysis of their own dataset using the Aruvi prototype without
any time limit. Usage characteristics were captured while
the analysts performed the analysis. After the exploration
session, each analyst was interviewed to reflect on the fol-
lowing:

e Which features of the Aruvi prototype made a difference
in their analysis process?

e Why were those features important for them?

e Express opinions on the prototype in general, for instance,
the positive and negative aspects of it.

Further, if there were any interesting usage patterns observed
during the exploration sessions, the analyst was asked to ex-
plain the intention of such usage behavior.

Discussion

Analysts agreed that the knowledge view helped to clearly
see the analysis process by building a bridge between visu-
alization and knowledge gained. Analysts found recording
the findings, and linking them to the visualizations and orga-
nizing them were very important for their analysis process,
and the use of the Aruvi prototype improved their quality
of results. The knowledge view helped to visualize all possi-
bilities, for instance, the analyst’s hypotheses and assertions,
and restructure the analysis to build a case. The analysts also
recorded their free thoughts apart from the analysis artifacts
linked with visualizations. Analyst 1 said “the knowledge
view is simple and easy to use for grouping hypotheses, and
for quickly constructing and visualizing the structure of all
hypotheses”. Analyst 2 said “Aruvi is really cool to explore
the software metrics rapidly and it will help me create an
optimal method for analyzing the data in the future”. Ana-
lysts 2 and 4 modified few links between visualization and
analysis artifacts when there were better evidence available
in the visualization or some contradictions to their claims
were found in the visualization (see unlink visualization and
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analysis artifacts in figure 7). Analysts 2, 3 and 4 rearranged
and grouped the findings at the end of the analysis to build
cases based on the dataset. However, Analyst 1 rearranged
the analysis artifacts quite often in the middle of the anal-
ysis (see Arrange analysis artifacts in figure 7). The analyst
explained that rearranging helped to restructure the analysis
process to look for clear conclusions.

Analyst 1 mainly used notes in the knowledge view to re-
visit a particular visualization state (see revisit pattern of an-
alyst 1 in figure 8) and reused it to refine the hypotheses (see
branching pattern of Analyst 1 in figure 8)). The analyst
organized key visualization states by rearranging the corre-
sponding notes into a group and switched between them to
compare different visualization states. However, the analyst
expressed that side by side comparison will be more effec-
tive than switching between the states.

Analyst 4 could clearly see in the navigation view that the
analysis was performed in three different lines of thought
(see branching in figure 8). For analyst 2, the sequence
in the navigation view was important, since it represents a
workflow. The analyst wanted to rearrange and purge cer-
tain visualization states in the navigation view to create an
optimum analysis workflow template. This is particularly
important for the analyst since this analysis has to be re-
peated for different datasets quite often. Since the history
tracking module captures the dataset and visualization spec-
ification of the visualization states separately, the workflow
template extraction is possible. This is a promising use case
for reusing visualization exploration processes.
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Figure 7. Knowledge externalization and organization pattern
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Figure 8. Revisit and reuse pattern

Analyst 3 revisited the visualization states to review the anal-
ysis. The analyst expressed difficulties in finding the rele-
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vant notes in the knowledge view and suggested a text based
search to locate the notes within the knowledge view. The
analyst felt that the branching in the history tree showed
the reuse pattern but it did not clearly bring out his implicit
thought process. The analyst expressed the requirement to
have visualization states in the navigation view grouped and
highlighted based on changes in a particular interaction in-
terface. For instance, the analyst wanted to group visual-
ization states between x-axis changes in the scatterplot and
highlight them. This facility would enable analysts to play
around with different groupings of interaction interfaces to
extract the implicit thought process in the navigation struc-
ture. This is particularly important when an analysis is con-
tinued at different times, and the analyst wants to get an
overview of the analysis.

For analyst 1, the revisit from the knowledge view was easier
and more meaningful than from the navigation view. How-
ever, the analyst used the navigation view to back track re-
cent visualization states. The analyst also recorded notes on
the revisited nodes. The same usage pattern was also ob-
served for other analysts (see revisit using history tree and
keyboard in figure 8). It supports the fact that knowledge
creation is an unsystematic process; and the analyst wants to
back track to see what has happened in the recent history to
affirm a thought. Since the history tracking mechanism cap-
tures the visualization states automatically, the analyst can
get access to the exhaustive list of visualization states via
the navigation view. On the other hand, the knowledge view
enables the analyst to record visualization states selectively.
Hence, the analysts can opportunistically use the navigation
view and knowledge view to revisit the visualization states
for reviewing and validating their findings, and reusing the
visualization to look for alternate views. Analysts 1, 2 and
4 expressed a need for export of the output of knowledge
view and visualizations as a report or presentation file. The
analysts appreciated the possibility to save and restore their
analysis.
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Figure 9. Interaction pattern in the data view (scatterplot with dynamic
query interface)

The analysts were satisfied with the fairly straightforward
visualization offered. They commented that the interactive
scatterplot visualization improved their analysis process. The
analysts expressed that it was quite handy since they need
not look back into the data to modify the data selection and
visualize it. Figure 9 summarizes the usage pattern of the
scatterplot with dynamic query in the data view. The usage
pattern varied based on the different analysis processes of
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each analyst. Analyst 1 used mostly dynamic query and fog-
gle show selected interfaces; while other analysts predomi-
nantly changed axes. The analysts commented that size en-
coding is useful. Analyst 4 used size coding based on ob-
ject density for the entire analysis. Analyst 2 and 3 used
selection to track software modules’ behavior while com-
paring various different attributes. Analyst 2 also suggested
adding trend lines to the scatterplot, and displaying statis-
tical information such as x and y axes averages, and cor-
relation coefficient of the current selection against the en-
tire dataset. Currently the scatterplot is the only visualiza-
tion supported in the prototype. The analysts were able to
discover many interesting facts using scatterplot. However,
they also expressed a need for some other visualizations.
Analyst 1 asked for a scatterplot matrix for simultaneously
plotting different datasets. Analysts 2 and 3 said linking
scatterplot visualization to an UML diagram would help them
to have an overview of the architecture of the software. An-
alyst 4 asked for a map visualization to get a spatial context
of a pattern seen in the scatterplot. In the future, we plan to
support multiple visualizations in the prototype.

CONCLUSION

In this paper, we presented an information visualization frame-
work that supports the analytical reasoning process. The
analytical reasoning is facilitated by extending visualization
support to externalize the mental models and link the analy-
sis artifacts to the visualizations. It also enables the analysts
to revisit the visualization states to review and validate the
findings, and reuse it to look for alternate views. Finally,
the analyst can organize the externalized analysis artifacts to
build a case.

To support the reasoning process, the information visualiza-
tion framework consists of three fundamental views: data
view; knowledge view; and navigation view, and a history
tracking mechanism. Four analysts participated in a user
study with their own datasets. The perceived usefulness of
the Aruvi prototype was discussed based on the usage pat-
tern of the exploration sessions and the interviews conducted
with the analysts. Analysts found that recording the find-
ings, and linking them to the visualizations and organizing
them were very important for their analysis process. Ana-
lysts agreed that the use of the Aruvi prototype improved the
quality of their results.

FUTURE WORK

The user study also resulted in a list for future work such as
template extraction from the navigation view, highlighting
visualization states in the navigation view based on type of
specification change, text search in the knowledge view and
a number of minor changes.

If the exploration session is long, history tree may not help
the user to review the exploration process anymore. This is
an interesting meta-visualization challenge. It is important
to create simple and intuitive visual representations as a part
of navigation view for getting an overview and revision of
the exploration process. Variable granularity of the history
presentation is one important aspect here.
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In future, we plan to add a data management suite to sup-
port multiple data sources and different data models. In re-
ality, analysts are often confronted with inputs from different
sources such as text, videos, and automatic reasoning algo-
rithms, to name a few. Visual analytics research considers
interactive visualization as glue for combining various com-
putational data analysis techniques to support the analytical
reasoning process. In principle, our framework should ac-
commodate these techniques in the data view and we will
investigate how to integrate these.
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