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This paper advances the state of the art in the selection of minimal configurations 
of sensors and actuators for active vibration control with smart structures. The method 
extends previous transducer selection work by (1) presenting a unified treatment of 
the selection and placement of large numbers of both sensors and actuators in a 
smart structure, (2) developing computationally efficient techniques to select the best 
sensor-actuator pairs for multiple unknown force disturbances exciting the structure, 
(3) selecting the best sensors and actuators over multiple frequencies, and (4) 
providing bounds on the performance of the transducer selection algorithms. The 
approach is based on a novel, multidimensional extension of the Householder QR 
factorization algorithm applied to the frequency response matrices that define the 
vibration control problem. The key features of the algorithm are its very low computa
tional complexity, and a computable bound that can be used to predict whether the 
transducer selection algorithm will yield an optimal configuration before completing 
the search. Optimal configurations will result from the selection method when the 
bound is tight, which is the case for many practical vibration control problems. This 
paper presents the development of the method, as well as its application in active 
vibration control of a plate. 

1 Introduction 
Active vibration control represents the state of the art in 

reducing unwanted vibrations in structures. A current focus of 
research in the area is the development of smart materials that 
can automatically sense and then control vibrations induced 
from external disturbances. Smart materials for vibration control 
applications typically consist of embedded sensors, actuators, 
communication channels, and processors that have been pro
grammed to implement the prescribed control law with the 
available transducers. However, current control algorithms can
not effectively deal with large system configurations (many 
sensors and actuators resulting in too many interconnections). 
Thus, subsets of transducers are often employed to achieve the 
desired control. Many of these presume the existence of a con
trol configuration (i.e., layout of the sensors and actuators and 
the interconnections between them) or use ad-hoc methods to 
specify one, and focus instead on the design of the best control 
law. This is in spite of the fact that the complexity and perfor
mance of a control system are largely determined by the under
lying control configuration (Nett and Spang, 1987). 

Recent work in transducer selection algorithms can be 
broadly grouped into two approaches. The first approach as
sumes that permissible transducer locations are a continuous 
function in spatial location. Approaches to solve this problem 
utilize numerical optimization methods where the transducer 
locations are included as optimization parameters (Chen et al., 
1991; Skelton and DeLorenzo, 1983; Wang et al., 1991). In 
general, these methods have high computational complexity. 
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and, as a result, have been limited to small-scale transducer 
selection problems. Specifically, the methods have been applied 
to problems of selecting tens of transducers at a single fre
quency. 

The second transducer selection approach assumes that only 
a fixed (finite) number of transducer locations are permissible. 
Approaches to solve this discrete selection problem have fo
cused on the use of heuristic search methods to treat the combi
natorial explosion of candidate transducer configurations. Work 
in this area includes efforts by Snyder and Hansen (1990). In 
their paper, the authors focus on the sensor selection problem, 
and present an efficient least squares technique to evaluate the 
performance of each sensor configuration. However, the paper 
does not address the problem of efficiently searching through 
all combinations and instead employs exhaustive search. As a 
result, the approach was limited to sensor selection only, at a 
single frequency. Ruckman and Fuller (1993) extended the 
work by Snyder and Hansen by focusing on selecting actuators 
(instead of sensors) and suggesting the use of the general body 
of subset selection methods. The subset selection methods in
clude sequential search methods (e.g., forward and backward 
selection), which are computationally efficient but can yield 
unpredictably poor results. Finally, work by Baek and Elliott 
(1995) employed a class of heuristic search methods known as 
natural algorithms for the discrete transducer selection problem. 
The complexity of the search methods (simulated annealing 
and genetic algorithms) is much more efficient than exhaustive 
search, but significantly higher than the sequential search meth
ods. While the methods provide a useful alternative to the se
quential search methods (outperforming them in some cases), 
the computational complexity of the methods restrict their use 
to small-scale transducer selection problems. 

This paper presents a new discrete transducer selection 
method for designing active vibration control configurations. 
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First, the method extends previous transducer selection work 
by presenting a unified treatment of the selection and placement 
of large numbers of both sensors and actuators in a smart struc
ture. Second, the new method has a very low computational 
complexity (lower than sequential forward selection) making 
it useful for very large-scale sensor and actuator selection prob
lems (thousands of sensor-actuator pairs). Third, while all the 
approaches described above choose transducers assuming 
knowledge of the location of the excitation forces on the struc
ture (and often limit the excitation to a point force), the method 
described in this paper does not require this knowledge. In 
this way, the best transducer locations can still be selected for 
applications where the locations of the disturbing forces are not 
known during the design of the transducer configuration. Fourth, 
the method presented here chooses the best actuators over multi
ple frequencies. Finally, the paper presents a computable bound 
that can be used to predict whether the transducer selection 
algorithm will yield an optimal configuration before completing 
the search. Optimal configurations will result from the selection 
method when the bound is tight, which is the case for many 
practical vibration control problems. 

This paper is organized as follows. The next section briefly 
defines the vibration control problem and specifies measures of 
performance that the control law uses. Section 3 formally de
fines the transducer selection problem in the context of this 
control law and proceeds to describe the new transducer selec
tion approach. We also describe the complexity of the various 
selection methods, showing that the multidimensional QR algo
rithm is computationally more efficient than the other leading 
selection algorithms (including sequential forward selection). 
Finally, Section 4 presents results from application of this ap
proach to a model of a smart plate (i.e., with embedded sensors 
and actuators). 

2 Vibration Control Problem 
In recent years, a variety of approaches have been developed 

for structural vibration control. A common requirement of these 
approaches is knowledge of transfer functions relating distur
bances, sensors, and actuators to each other and to the areas on 
the structure that are to be controlled. Knowledge of the transfer 
functions can be achieved through measurements (i.e., on-line 
system identification), or through the use of structural models 
(e.g., finite element models). For a broad class of structures, 
the transfer functions can be described by a set of linear time 
invariant (LTI) differential equations. The state-space form is 
a popular compact representation that writes these equations in 
first-order form, i.e.. 

Distutbances 

Jx -H Kn (1) 

(2) y = Ls. + Mu 

where / , K, L, and M are state matrix variables, M is a vector 
formed by stacking the N^ disturbances and Na actuator control 
inputs, X is an element state vector of first and second derivative 
terms, and y is a vector of N^ sensor outputs. 

Taking the Fourier transform of the state-space system in Eq. 
(2) yields an equivalent representation in terms of the frequency 
response matrix or plant H(ui): 

where 

Y(LJ) = H(uj)U(uj), 

H(uj) = Lijuji - J)-'K -(- M. 

(3) 

(4) 

The frequency response matrix can be divided into four subma-
trices E, A, S, and C: 

H(uj) = 
E{oj) A{uj) 

(5) 

where E G 6'"^" is the complex disturbance transfer matrix 

Fig. 1 Block diagram of the vibration oontroi problem. The responses 
from the disturbance to the sensors, S, are sent to the compensator VI. 
The outputs, WS, are sent through the actuators, A, to the vibration 
control zone. A feedforward neutralization filter, N, is used to "neutral
ize" the feedbacl( coupling, C, between the actuators and sensors. 

that relates spatially distributed forces (or pressures) at the 
disturbance source to spatially distributed displacements (or 
velocities, accelerations) in the desired vibration control zone 
(structural locations where minimal vibrations are desired); 
A G 6"'̂ * is the complex actuator transfer matrix relating control 
inputs (e.g., voltages) for all k candidate actuators to displace
ments in the desired control zone; 5 e f'̂ " is the sensor transfer 
matrix relating spatially distributed forces at the disturbance 
source to / measured normal displacements at the candidate 
sensor locations on the vibrating structure; and C e f'̂ * is the 
feedback couphng between the actuators and the sensors. 

Figure 1 shows a block diagram of the vibration control 
problem. The responses from the disturbance to the sensors, S, 
are sent to the compensator W. The outputs, WS, are sent 
through the actuators, A, to the vibration control zone. In this 
particular control implementation, a feedforward neutralization 
filter. A', is used to "neutralize" the feedback coupling, C, 
between the actuators and sensors. This technique is called Q-
parameterization, which has been used successfully in vibration 
control problems to simplify control design (Flamm et al., 
1995). Thus, AWS is an estimate of the vibrations that reach 
the control regions directly, denoted by E. The problem, then, is 
to find a causal compensator, W, that minimizes the expression 

min I \\E - AWSWl subject to X \\WS\\l < c, (6) 
w 

where W; and coi, are the low and high cutoff frequencies of the 
control bandwidth, respectively, and c is a scalar specified by 
the designer. The constraints in this problem are to ensure that 
the controller is physically realizable, i.e., that the energy in the 
actuator inputs, WS, does not saturate the actuators, and that 
the compensator is causal. 

Methods currently exist to solve the control problem in Eq. 
(6). An efficient time-domain method for vibration and noise 
control problems that uses a conjugate-gradient minimization 
approach to find finite-impulse response (FIR) controllers is 
described by Flamm et al. (1995). The system, developed by 
Olkin et al. (1994), has been used to design multiple-input/ 
multiple-output controllers for broadband noise and vibration 
control with large spatial extent. 

3 Transducer Selection 

Referring again to Fig. 1, the choice of the actuators will 
change the size and nature of the S and A frequency response 
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matrices. Practical limitations on the number and placement of 
transducers often means that vibrations in the desired control 
zone and disturbance forces cannot be directly measured, nor 
can the forces be exactly reproduced. Satisfaction of the control 
objective will therefore depend on the ability of the transducers 
to estimate and then manipulate these vibrations at the desired 
control zones. 

3.1 Mathematical Formulation. For the transducer se
lection problem, the modified control objective using reduced 
numbers of actuators (Heck and Naghshineh, 1994) is given as 

min X \\E - An^WIV,S\\ 
H',n„,ri, . , „ , 

subject to X ||VFn,S|li < c, (7) 

with the minimization completed over two additional parame
ters n , e /'"''"" {Na < m) and n,, e /'^.^" {N,, < n), where 
I"^^ is the set of all / X j binary-valued matrices. The parameters 
are called actuator and sensor selectors, respectively. The col
umns of n„ and rows of n , are unit basis vectors corresponding 
to actuator and sensor locations (e.g., unit basis vector U3 = 
[0 0 1 0 0]^ corresponds to the third transducer position). An 
actuator selector matrix given as 

n. 
1 
0 
0 

0 
0 
1 

(8) 

would select the first and third actuator responses (columns) 
of A. 

3.2 Key Issues. The problem in Eq. (7) is difficult to 
solve directly because the quadratic cost function is non-differ-
entiable. This arises because of the discontinuous nature of the 
selector matrices: either a transducer is selected, or it is not. As 
a result, the problem cannot be solved through direct extensions 
of the gradient-based optimization methods (such as the conju
gate gradient method), and instead has been addressed through 
direct enumeration (search) methods. The complexity of the 
enumeration method is approximately the complexity of a com
plete controller design and performance assessment for one con
figuration multiplied by the number of possible transducer con
figurations. The number of possible configurations grows ex
tremely rapidly as the complexity of the system increases. 

For the transducer selection problem, given m candidate sen
sors and n candidate actuators, the number of distinct subsys
tems with k sensors and / actuators will be 

m! 
kl(m - k)] l\(n - 1)1 

The total number of distinct subsystems will be 

where each subsystem corresponds to a selected subset of the 
candidate transducers. 

Even for modest-size problems, the number of candidate 
transducer configurations in Eq. (10) becomes exceedingly 
large. For example, the number of possible configurations or 
subsystems in a system with 40 sensors and 40 actuators is 
approximately Lie -I- 23 (assuming only subsystems with equal 
numbers of sensors and actuators are considered). To put this 
into perspective, if each configuration could be evaluated in 1 
second (i.e., a complete control design with the compensator 
computed), then it would take over 3.4e + 13 centuries to 

evaluate every possible configuration! As a result of the large 
numbers of possible transducer configurations, a practical 
method for transducer selection will necessarily consist of sub-
optimal but highly efficient measures to assess controller quality 
along with fast enumeration algorithms. 

3.3 Transducer Selection Approach: Single Frequency. 
The approach to transducer selection presented in this section 
employs computationally efficient heuristic methods that avoid 
the high combinatorics described above. The approach consists 
of two main steps. First, the problem shown in Eq. (7) is broken 
down into smaller, more tractable problems. Then, after the 
large set of candidate transducer configurations is reduced to a 
small number, full controller designs are completed. In the first 
step, the approach seeks submatrices of A and S selected by Ha 
and n , that extract the non-redundant components of the origi
nal matrices. In addition, it is assumed that the residual error 
of the controller with these full matrices can be made small, 
i.e., E « AWS at all frequencies. Beginning with the single 
frequency case, the approach approximates the controller with 
selected transducers such that AnaWniS «; AWS. To achieve 
this, a subspace distance measure, D,, can be employed to quan
tify the difference between the original and candidate subma
trices. A popular measure in the statistics, numerical analysis, 
and signal processing literature (Golub and Van Loan, 1989) 
is given as 

DM,An„) = sin &('lt{A), «(Anj) (11) 

DAS, n,S) = sin ©ins''), mTlsSy)), (12) 

where /? denotes range space, and sin 0 is the sine of the largest 
principal angle between the range subspaces of the transfer 
function matrices. The largest principal angle between two sub-
spaces F and G is the angle between the unit vector in F whose 
orthogonal projection onto G gives the largest residual. The 
sine of the largest principal angle is equivalent to the 2-norm 
of the difference (residual) between the orthogonal projections 
onto the range spaces of the matrices. 

Since the largest principal angle corresponds to a worst-case 
residual, it can be argued that the selector matrices should be 
chosen to make the distance measures in Eqs. (11) and (12) 
as small as possible. However, for the vibration control problem, 
such an approach could lead to large actuator inputs, which 
would violate the constraints in Eq. (7). To see this, consider 
the following example (Golub and Van Loan, 1989). Let S, 
n , = / in Eq. (7) , where / is the identity matrix. Also, let u 
= w,, so that the minimization is completed over a single fre
quency. We can rewrite the minimization problem as 

min \\E AYlaWWl subject to 112 s c. 

(9) If the goal is to find the two best actuators, and 

(10) 

1 
1 
0 

1 
1 + e 

0 

0 
1 
1 

, E = 
1 

- 1 
0 

(13) 

(14) 

then choosing the first two actuators (first two columns of A) 
gives the residual \\E - An,g = 0, but IKAnj^Slli = 
IIWZJIII = &{l/e), where Q^ is the Moore-Penrose pseudoin-
verse operator (Stewart, 1984). As e gets smaller, the actuator 
weights will grow and eventually violate the constraint in Eq. 
(13). On the other hand, the other two possible subsets of 
actuators will lead to small weight norms, but with a much 
worse residual. 

This example highlights the tradeoff that exists between 
choosing an independent set of actuators and choosing a set 
that minimizes the residual control error. A similar tradeoff 
occurs in the use of subset selection methods (Golub et al., 
1976) to solve general rank-deficient least-squares problems. A 
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frequency 

P 

Fig. 2 Multidimensional Houseiiolder QR factorization witli column pivoting 

Table 1 Algorithm complexity for choosing k out of N^ actuators 

Method 
Exhaustive Search 

Multidim. QR 

Seq. Forward Sel. 
Best k 

General Complexity 
^/if!rfeT!^(r«8idual)* 

5D)=i !C(column-selection)+ 
AT/O(Householder transform) 
E L i { ( ^ . < - » ' + l)C(residual)i} 
NdNfO{ieaid\ia,\)i 

Dominating Term 
^ / * T r ^ l ^ ( 6 i V e P + 2 0 P ) 

k''{NjN^ + N^) + kN,Nl + NjN^ 

k^N;NdNe + k'^N/Nd - k^N; 
INfNdK 

solution developed for this problem uses a Householder QR 
with column-pivoting factorization. For the transducer selection 
problem, the factorization can be used to efficiently find an 
independent set of actuators and sensors. In addition, if the 
proper number of transducers is selected, the residuals in Eq. 
(7) can be made small. 

The Householder QR algorithm can be described as follows. 
Let G e e""^" matrix be representative of the A and S matrices 
in Eqs. (11) and (12). The QR decomposition of G can be 
written as 

G = QR 

= Q 
Ru 
0 

Rl2 

where Q & 'R"""" has orthonormal columns (Q^Q = / ) , /f,, is 
a k X k matrix with a condition number approximately equal 
to ajcrit, ||/?22ll is of the order ffk+u and k is the rank of G. 
Pivoting (or permuting) the columns of the QR factorization 
can be used to make R22 small. For a rank-deficient matrix with 
r = rank(G), column pivoting can yield 

Q^GP = 
Rii R12 

0 0 
(15) 

where i?ii e C^'' is upper triangular and nonsingular, and Ri2 
e C"'''"'. With the column partitionings GP = [g^,, g^̂ , . . . , 
gpj and Q = Iqi, qi, • • • , qm], and r,j denoting the (/, j)-th 
element of R, we have 

min {r,k\ 

gpt = Z raHi e span {qx, qt, • • • , qA 

for k=\:n. (16) 

This implies that the range (G) = span {^i, . . . , qA = 
span{gp^, . . . , gpJ. In other words, column pivoting can be 
used to find a subset of columns in a rank-deficient matrix that 
has the same range space as the original matrix, making the 
principal angles between the original and submatrix go to zero. 
In addition, the Householder procedure described in Golub and 
Van Loan (1989) ensures that the resulting submatrix of G is 
also well-conditioned (i.e., that the columns are sufficiently 
independent). Selecting actuators, for example, with this proce
dure (columns of A in Eq. (7)) will make the distance measure 

in Eq. (11) go to zero and yield a subset with the same control 
authority as the original, densely packed set of actuators. 

In most vibration control problems of interest, the rank of 
the A and S^ matrices will not be exactly zero. Rather, because 
of numerical approximations, the rank can only be specified in 
terms of a threshold on singular values, called the numerical 
rank (Stewart, 1984). A consequence is that nonzero differ
ences will exist between the range spaces of the original and 
selected submatrices. As a result, a method is required to deter
mine the circumstances under which the differences between 
the range spaces is small. A useful bound (Golub and Van Loan, 
1989) can be determined that specifies these circumstances, i.e., 

s i n ® ( A , A n „ ) s (T,+i||^ri'll 

sin 0 (5^ , (,S^,Y) s o-.+illA-i 

(17) 

(18) 

where Gr+\ and Uj+i are the (r + l)st and (5 -I- l)st largest 
singular values of A and S, respectively, and the submatrix Rw 
(this in general will be a different matrix for A and 5) in the 
QR factorizations is guaranteed to be of the order a 7' for A 
and (T7' for S. These bounds show a sufficient condition for 
small errors; i.e., if there exists a large gap in successive singular 
values, called the spectral gap, then the error will be small. For 
transducer selection, these bounds provide a useful criterion for 
the optimality of a given configuration. Also, they give a direct 
correspondence between the numerical rank of the frequency 
response matrices and the number of required transducers; e.g., 
if the numerical rank of the actuator frequency response matrix 
is k, then k actuators are required. 

3.4 Broadband Extension. The goal for the broadband 
transducer selection problem is to minimize the expression in 
Eq. (7) with a single configuration over all frequencies of inter
est. For the broadband case, we extend the Householder proce
dure to compute factorizations over multiple matrices. The ap
proach is as follows. Assume for some k and frequency w, that 
we have computed Householder matrices Hi, . . . , /fi_i and 
permutations P j , . . . , P^^x such that 

Table 2 Example complexity comparison 

Method 
Exhaustive Search 
Sequential Forward Selection 
Multidimensional QR 
Best k 

Complexity 
6.9el9 
3.8e9 
9.9e7 
1.7e6 

666 / Vol. 120, JULY 1998 Transactions of the ASME 

Downloaded From: https://vibrationacoustics.asmedigitalcollection.asme.org on 06/30/2019 Terms of Use: http://www.asme.org/about-asme/terms-of-use



F(t) 

r-v 

1-
1 
k 
1 ' 

^ k ^ 
1 ^ 

- r - . 

~''«k 

r-̂  ^ 1 ^ 
^k 1 

rs '~'̂ -~̂  1 
V 1 

>. '̂̂  

Fig. 3 The left plot shows the solid-plate model developed by the SPICES consortium. The right plot shows 
the pattern for the 180 candidate actuator locations embedded in the SPICES plate. 

( / / . - . (w, ) . .H,(uj,))Gi UJ,KP:(UJ,) . 

= R'-'iuJi) 

= 
0 

..Pt-dtOi)) 

R'A-'Ku;^)' 

(19) 

, (20) 

and 

where R\'r'\uj,) e c'*-">^<'-", R\i-'\iJi) e C'"- ' '*"^'*- '\ 
and ^^*2~"(w,) e (;;(^~k+nx(n,-k+i)^ ĵ̂ g single-frequency 
Householder method moves the column of G corresponding to 
the largest column in ^aaCw,) to the fcth column position (the 
lead position in the ^22(w,) matrix), where largest is specified 
by the selection of a vector norm. The column exchanges are 
accomplished with the permutation matrix P(w,) . This is fol
lowed by a left multiplication by a Householder matrix 
that zeroes all the subdiagonal components of the largest 
^22 (w,) column vector. The procedure stops when k — I 
= rank(G(w,)). 

For the broadband case (multiple G matrices), instead of 
permuting a G( w,) based on the column with the largest vector 
norm in R^f^K we permute G(wi), . . . , G(u>„) based on a 
performance measure of the matrix consisting of a column from 
each ^22(^1),. . . , ^22(w„) matrix. Performance measures, dis
cussed and analyzed in more detail in Olkin, Heck, and Naghshi-
neh (1996), can be selected depending on the application. For 
example, we could choose one of the three induced matrix 
norms, / j , I2 and L or the Frobenius norm. 

As was the case with a single matrix, this permutation step 
is followed by left multiplying each G(wi), . . . , G ( w „ ) with 
the corresponding Householder matrices that will zero the sub-
diagonal components of the selected columns for each R22{<^i), 
. . . , R22(i^n) matrix. Figure 2 illustrates this multidimensional 
broadband extension of the Householder QR factorization with 
column pivoting. Note that P is not a function of frequency; 
this matrix of ones and zeros is the same for each frequency. 

For the broadband case, the error bounds in Eqs. (17) and 
(18) hold for each frequency, i.e., 

sin 0(A(w,) , A ( w , ) n j < a,+,(u;,)| |/f„(w,)-' | | 

sin @(A(uj2), A ( w 2 ) n j s ff,+,(w2)||i?n(w2)"'ll 

sin 0 (A(w„) ,A(a ;„ )n j ^ o-r+i(w„)||/?,,(w„)" 

sm&(S(oj2y,{S(ij2)ny) < a,^d^2)\\RuiuJ2y 

sin 0 (5(w„)^ iSiuJ„)ny) ^ <T,„(w„)||/fn('^J"'ll-

The bounds hold for each frequency because the derivation of 
the bounds does not depend upon the specific properties of the 
QR factorization. Rather, the proof holds for a general Rn ma
trix. However, the quality of the bound may be adversely af
fected if \\Rn\\ is not on the order of a^\ 

3.5 ComputatioAal Complexity of Approach. The algo
rithm for implementing the transducer selection approach de
scribed above is computationally efficient and, as a result, can 
be used for very large-scale problems involving hundreds to 
thousands of sensors and actuators. Specifically, suppose we 
are choosing k actuators out of N^ total actuators, with N^ error 
sensors, over Nf frequencies. Each of the following transducer 
selection methods requires some sort of computation of the 
residual of the active vibration control system. Let ©(residual)* 
represent the flop count for computing the system residual with 
k actuators. Then Table 1 gives a general complexity overview 
of some actuator selection methods, and the dominating term 
by way of easy comparison. The methods are ( 0 exhaustive 
search, in which all combinations of k actuators are considered, 
(»•) multidimensional QR, the algorithm presented in this paper, 
(Hi) sequential forward selection, in which actuators are added 
to the chosen set based on which new actuator will behave the 
best with those already chosen, and finally, (iv) best k, in which 
each actuator is evaluated individually and the best k are chosen. 
Choosing k out of N^ sensors yields similar relative complexity 
counts as in Table 1, with Multidimensional QR still more 
computational efficient than the SFS method. For brevity, we 
include results for the actuators only. 

Plate 

Actuator 

Top 

_+£_ 

MfWMml|^|H#>MMMMhwriMM«UWH 

I o.as- 0.5 

J ^ 1 
Bottom 

Fig. 4 Actuator model 
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Fig. 5 Locations of the actuators and sensors chosen by the broadband QR method (left). The uncon
trolled (dashed) and the controlled (solid) time-domain impulse responses for the control bandwidth 
for the connector located at x = 17 in., / = 17 in. (right). 

It can be difficult to compare the dominating terms, so as 
way of example, consider a system with 40 possible actuators 
in which only 20 can be kept. Assume there are 20 error sensors 
measuring the actuator responses over 300 frequencies. Then 
the complexity for each of these four methods is shown in Table 
2, printed in order of optimality of solution. 

Notice that the Multidimensional QR algorithm is more effi
cient than sequential forward selection, and comparable with 
best K. As will be demonstrated in the next section, the effi
ciency of this procedure enables practical transducer selection 
for large-scale problems. 

4 Numerical Results 
The methods described in the previous section were applied 

to the problem of controlling vibrations on a smart plate model 
(embedded sensors and actuators). The SPICES consortium's 
sohd-plate model (Flamm et al., 1995) was considered. 

As shown in Fig. 3, the plate is a layered composite material 
46 X 46 X 1.2 cm. (18 X 18 X 0.5 in.), connected to an 
infinite, rigid base on the bottom of the plate at the four comers 
(indicated by the black dots). The plate was excited with a 
point force with x, y, and z components. The force was applied 
to the plate through a stiff tripod (all three connections with 
the plate move together to simulate connectors between the 
plate and attached machinery). The forcing function was an 
impulse with flat frequency response. The first 268 natural fre
quencies and mode shapes of this 3858-node plate model were 
used in the computation of frequency response matrices (admit
tance) relating excitation force to displacement. 

The sensor models used in this numerical experiment measure 
point displacements. For the sensor placement studies, 361 
evenly spaced candidate sensor locations were used. The candi
date locations were on a 19 X 19 grid (2.5 cm = 1 in. from 
nearest neighbor) in the middle layer (denoted by the dashed 
line in the plate shown in Fig. 3) . For the actuator placement 
studies, simple two-dimensional actuators were modeled and 
incorporated into the plate model. The actuators have length 
and depth (into the plate), but no width. Figure 4 shows a 
cross-section side view of the plate with an embedded actuator. 
The directional forces in the model are shown as ± F , which 
produce an effective bending moment about the center of the 
actuator. A total of 180 candidate actuator locations were speci
fied for the actuator selection studies. From a top view of the 
plate (xy projection), the actuator locations formed a checker
board pattern, as illustrated in the right plot in Fig. 3. The 
lines between the dots on the checkerboard pattern represent 
the actuators, and all horizontal and vertical lines, represented 
by letters in this schematic, are considered actuators. The goal 
of the vibration control system was to reduce the transmission 
of forces over 500-4000 Hz from the tripod excitation to the 
connectors at the four comers of the plate. Thus, the four comers 

of the plate model represent the vibration control zone. All 
control law designs used FIR implementations designed using 
the conjugate-gradient method described in Section 2. The FIR 
weights were found by solving the minimization problem in 
Eq. (6). 

To select the sensors and actuators, the continuous, time-
domain, state-space model responses were sampled and used to 
compute the frequency response matrices S and A in Eq. (7). 
The sensor and actuator selection was then performed using 
these matrices. Finally, the FIR controller was implemented and 
the controlled system responses computed. 

The S matrix consisted of 361 rows (corresponding to sensor 
responses), and the A matrix had 180 columns (actuator re
sponses ). The broadband extension of the Householder QR with 
column-pivoting factorization was applied to these matrices to 
find the columns of A and rows of S that formed matrices with 
approximately the same range space as the original matrices. 
As described in Section 3.4, the matrix 2-norm was used by the 
Householder algorithm to select the columns of the response 
matrices. The numerical rank of the S matrix (with a threshold 
set @ - 3 0 dB) was approximately 3. Based on this, three 
sensors were chosen. Their locations correspond to the connec
tor points between the tripod and the plate in Fig. 3. The numeri
cal rank of the A matrix was approximately 4. The left plot in 
Fig. 5 shows the locations of the actuators and sensors chosen 
by the broadband QR method. The right plot shows the uncon
trolled (dashed) and controlled (solid) time-domain impulse 
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Fig. 6 Plot of the RMS values of the uncontrolled (solid) and the con
trolled (dashed) responses at all four feet for the configuration chosen 
by the QR algorithm 
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Fig. 7 Locations of tlie actuators and sensors cliosen by tlie autliors for comparison to the QR method 
(left). The uncontrolled (dashed) and the controlled (solid) time-domain impulse responses for the 
control bandwidth for the connector located at x = 17 in., y = 17 in. (right). 
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Fig. 8 Plot of the RMS of the uncontrolled (solid) and the controlled 
(dashed) responses at all four feet for the configuration chosen by the 
authors 

responses for the control bandwidth at the A: = 17 in., y = 17 
in. connector. As can be seen, this control configuration quickly 
reduces the vibration transmission from the tripod to the connec
tors. Figure 6 shows the power speptral density (psd) of the 
uncontrolled and controlled vibration responses for the sensor-
actuator layout chosen by the multidimensional QR algorithm. 
The lines shown represent the root mean squared (RMS) of the 
values of the responses at all four feet from \hsx,y, and z tripod 
excitation. As can be seen, the controller effectively reduces 
the transmission power over the control bandwidth (500-4000 
Hz). 

To compare the QR-based designs with manually selected 
actuator locations, additional designs were completed, chosen 
to be intuitively competitive. The results are shown in Figs. 7 
through 10 (all cases used the QR sensor configuration). As 
can be seen, the performance for each design were inferior to 
those of the QR-based actuator configuration. Table 3 shows 
the in-band control performance (500-4000 Hz) at each of the 
four feet (or comers) of the plate in dB. The three configurations 
of actuator placement are the QR-based configuration and the 
two comparison configurations shown in Figs. 7 and 9. Notice 
that the performance at all four corners for the QR-based con
figuration is about the same level, whereas there is much more 
variation for the other two configurations, and even some en
hancement. 

5 Summary 
This paper has presented a computationally efficient, unifying 

method for broadband sensor and actuator selection. The 
method is based on the Householder QR with column-pivoting 
factorization of the system's frequency response matrices. Us
ing the Householder algorithm, upper bounds were presented 
on the errors induced by selecting a subset of transducers. The 
bounds can be computed efficiently, as they are in terms of the 
singular values of the response matrices. Also, they serve as 
sufficient conditions for optimality of the transducer selection 
method, such that rank-deficient response matrices with large 
spectral gaps in the singular values cause the bounds in Eq. (17) 
and Eq. (18) to reach equality instead of inequality. Finally, the 
multidimensional extension of the Householder QR procedure 
developed in this paper provides a practical method of selecting 
sensors and actuators that yield effective control over a broad 
band of frequencies. The new method is more efficient than 
sequential forward selection and has an order of complexity 
approaching that of simply choosing the best K transducers 

I 

Fig. 9 Locations of the actuators and sensors chosen by the authors for comparison to the QR method 
(left). The uncontrolled (dashed) and the controlled (solid) time-domain Impulse responses for the 
control bandwidth for the connector located at x = 17 in., y = 17 in. (right). 
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Fig. 10 Plot of the RMS of the uncontrolled (solid) and the controlled 
(dashed) responses at all four feet for the configuration chosen by the 
authors 

Table 3 Performance comparison 

Configuration 
QR 
Figure 7 
Figure 9 

In-Band Performance (dB) 
Corner 1 

10.9 
6.86 
10.6 

Corner 2 
10.9 
-.24 
5.8 

Corner 3 
11.4 
.76 
2.3 

Corner 4 
11.4 
-.40 
3.2 

independently. Future work will extend this method to minimize 
the required interconnections between the sensors and actuators. 
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