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P2P Group Management Systems: A Conceptual Analysis
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Peer-to-Peer (P2P) networks are becoming eminent platforms for both distributed computing and interper-
sonal communication. Their role in contemporary multimedia content delivery and communication systems
is strong, as witnessed by many popular applications and services. Groups in P2P systems can originate from
the relations between humans, or they can be defined with purely technical criteria such as proximity. In
this article, we present a conceptual analysis of P2P group management systems. We illustrate how groups
are formed using different P2P system architectures, and analyze the advantages and disadvantages of
using each P2P system architecture for implementing P2P group management. The evaluation criteria in
the analysis are performance, robustness, fairness, suitability for battery-powered devices, scalability, and
security. The outcome of the analysis facilitates the selection of an appropriate P2P system architecture for
implementing P2P group management in both further research and prototype development.
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1. INTRODUCTION

The need for group management in different kinds of network systems is evident.
Groups in networks can exist on many levels [Gupta and Bostrom 2005]. On the one
hand, groups can be human-to-human virtual communities, the importance of which is
continuously growing as exemplified by the tremendous popularity of social networking
services, such as Facebook, Twitter, Google Groups, or Yahoo Groups. On the other
hand, groups can be collections of network nodes grouped according to some physical
or technical metric such as latency, performance, or proximity.
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The existence of groups is especially emphasized in the case of Peer-to-Peer (P2P)
networks because they are, inherently, platforms for both interpersonal communication
and distributed systems consisting of computing nodes [Androutsellis-Theotokis and
Spinellis 2004]. The sharing of resources and information in groups, whether examined
from the viewpoint of users or machines, is the core reason why P2P networks exist
in the first place [Sun et al. 2006]. Besides the canonical example of multimedia files,
the shared resources can include, for instance, different kinds of services, data storage,
network bandwidth, or processing capacity [Rodrigues and Druschel 2010]. Whenever
the term “group” refers to something other than the entire population of a P2P network,
specific solutions are needed in order to manage the P2P group as an entity separate
from the rest of the P2P network.

During the last decade, P2P group management has emerged as a new area of in-
terest. This is exemplified by the vast number of different kinds of P2P group man-
agement systems that have been proposed in the literature for various purposes. To
give some examples, groups have been used for enabling real-time group communi-
cations [Zhang et al. 2007; Delmastro and Passarella 2005], content and knowledge
sharing [Lu and Callan 2003; Wang and Vassileva 2004; Liotta et al. 2005; Li et al.
2007; Anglade et al. 2007a], as well as provisioning of services [Galatopoullos et al.
2008]. In addition, groups have also been used for providing enhanced routing and
search efficiency [Garcés-Erice et al. 2003; Mei and Chang 2004; Li and Vuong 2006],
trust [Galatopoullos et al. 2008; Ravichandran and Yoon 2006], as well as security
and privacy [Arnedo-Moreno and Herrera-Joancomartı́ 2008; Li et al. 2003] in a P2P
system.

Although P2P systems have been widely surveyed by the research community, there
exist no comprehensive studies on P2P group management. This article aims to fulfil
part of this gap by providing a conceptual analysis of P2P group management systems.
We illustrate how groups are formed using different P2P system architectures, and
analyze the advantages and disadvantages of each P2P system architecture for the
purpose of implementing P2P group management. The evaluation criteria used in the
analysis are performance, robustness, fairness, suitability for battery-powered devices,
scalability, and security. These properties were selected because they constitute an
essential set of challenges faced by P2P group management systems.

Based on the literature survey and the analysis, it is possible for the reader to get a
good picture of the overall state of P2P group management research, which facilitates:
(1) searching of more detailed information about different P2P group management
systems, and (2) selection of an appropriate P2P system architecture for implementing
P2P group management in further research and/or development.

The rest of this article is organized as follows: the analysis framework is presented
in Section 2, where Section 2.1 provides a classification of P2P systems, Section 2.2
defines the concept of P2P group management, and Section 2.3 overviews the technical
challenges in P2P networking. Based on Section 2, Section 3 analyzes the advantages
and disadvantages of each different kind of P2P system architecture for implementing
P2P group management. Finally, Section 4 provides some guidelines for designing a
P2P group management system and concludes the article.

2. ANALYSIS FRAMEWORK

2.1. Classification of Peer-to-Peer Systems

P2P technologies are typically used for implementing overlay networks at the applica-
tion layer, on top of the underlying (usually IP-based) network topology [Androutsellis-
Theotokis and Spinellis 2004]. An overlay network can be defined as a collection of
logical links that connect the nodes at the application layer. These logical links consist
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Fig. 1. Classification of P2P systems.

of one or more physical links between the nodes. The topology of a P2P network is inde-
pendent of that in the lower layers, although information concerning the lower layers
(such as network delays and physical proximity) may be utilized in the operation of the
P2P network.

In the literature, the concept of P2P networking has been defined in multiple
ways. What unites these definitions is that they describe P2P systems as distributed
systems that are populated by autonomous and heterogeneous nodes being capable of
self-organizing into network topologies without centralized control, for the purpose of
sharing resources such as content, CPU cycles, storage, and bandwidth (e.g., Helepovic
et al. [2003], Xu et al. [2003], Sakaryan et al. [2004], Androutsellis-Theotokis and
Spinellis [2004]). Androutsellis-Theotokis and Spinellis [2004] explain that the
diversity of the definitions emerges from the chosen level of broadness attached to
the concept. We agree on this, but to be more precise, the broadness itself results from
the recent evolution of P2P networking, which has led to the introduction of several
architecturally distinct approaches for implementing P2P systems [Harjula et al.
2004]. In order to discuss the details of P2P group management systems, fundamentals
of P2P systems must be first understood. Thus, a comprehensive classification of
architecturally distinct P2P systems is first provided.

As the basis for our classification of P2P systems (see Figure 1), we have applied rel-
evant parts of the taxonomy of P2P applications presented by Brands and Karagiannis
[2009] and added a new level taking into account also the number of overlays that con-
stitute the entire P2P system. The taxonomy introduced by Brands and Karagiannis
[2009] was chosen because it is concise and unambiguous, and further, derived from the
classifications provided by acknowledged P2P articles such as Androutsellis-Theotokis
and Spinellis [2004] and Risson and Moors [2006].

In our classification, we first examine whether a P2P system contains a single over-
lay network or multiple interconnected overlay networks. As a result, the examined
P2P systems are, respectively, classified either as single-overlay or multi-overlay P2P
systems.

The single-overlay P2P systems can be further classified based on their type of index:
a P2P system can use centralized, distributed, or hybrid indexing for locating nodes,
shared resources, or groups in a P2P network. In centralized indexing, the index of the
P2P network is stored in one or multiple centralized servers that are often referred
to as trackers [Brands and Karagiannis 2009]. Common examples of P2P systems
that use centralized indexing are Napster [2011] and BitTorrent [2011]. In distributed
indexing, there is no centralized storage for the index, but the index is distributed
among the nodes in a P2P network. For example, P2P systems such as Gnutella v0.4
[Ripeanu 2001] and Freenet [2011] rely on distributed indexing. In hybrid indexing,
the responsibility for maintaining the index of a P2P network is distributed to a small
subset of nodes called supernodes. Usually, in hybrid P2P systems, the more capable
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nodes act as supernodes and collectively maintain the index on behalf of the ordinary
nodes connected to them [Yang and Garcia-Molina 2003]. In a sense, each supernode
acts as a centralized server to a subset of ordinary nodes. In centralized indexing the
servers are typically part of the service infrastructure, whereas in hybrid indexing,
supernodes are typically users’ devices. Examples of P2P systems that use hybrid
indexing are Skype [2011], Gnutella v0.6, and FastTrack.

Regardless of the used indexing mechanism, a single-overlay P2P system can be
further classified based on its structure, as unstructured, structured, or a combination
of unstructured and structured. In practice, the type of overlay structure determines
what type of routing algorithm is used [Brands and Karagiannis 2009].

In unstructured P2P systems, the nodes and their shared resources are arranged
in an unorganized way [Xu et al. 2003]. In other words, the structure of the network
emerges arbitrarily in the course of time. In unstructured P2P systems, resource dis-
covery usually relies on broadcasting, and typically, on a resource-consuming technique
called flooding [Khambatti et al. 2002a]. In flooding, a search query is propagated from
a node to all of its neighbor nodes, then to the neighbors of those nodes, and so on, until
the Time-To-Live (TTL) parameter has run to zero. As a result, a search query reaches
only a part of the P2P network, and therefore, deterministic resolution of a search
query cannot be provided. Some examples of unstructured P2P systems are Napster
[2011], Gnutella v0.4, and FastTrack.

In structured P2P systems, a global data structure is maintained [Sun et al. 2006].
The data structure is almost invariably (one of the exceptions is Mercury [Bharambe
et al. 2004]) based on algorithms called Distributed Hash Tables (DHTs) (e.g., Sun et al.
[2006], Xu et al. [2003], Valduriez and Pacitti [2004], Zhao et al. [2002], Artigas et al.
[2005]) which map both the nodes and their shared resources into a logical numeric ad-
dress space. In DHT-based P2P systems, each node and shared resource has its globally
unique position (addressed with a key) in the data structure. A key is calculated using
a DHT-specific hash function on some string that uniquely describes a node or a shared
resource. When the key to a specific node or a shared resource is known, deterministic
resolution of a search query can be guaranteed. The most popular DHT algorithms
include Chord [Stoica et al. 2001], CAN [Ratnasamy et al. 2001], Pastry [Rowstron and
Druschel 2001], Tapestry [Zhao et al. 2004], and Kademlia [Maymounkov and Mazières
2002]. Examples of structured P2P systems include Freenet [2011] and P2PSIP that is
based on a protocol called RELOAD [Jennings et al. 2010].

P2P systems that contain both unstructured and structured network topologies are
usually based on hybrid indexing. In hybrid P2P systems, the communication between
the supernodes is typically structured, whereas the communication between the su-
pernodes and their ordinary nodes is unstructured. The most popular example of a P2P
system using the combination of unstructured and structured elements is Skype [2011].

Multi-overlay P2P systems are comprised of multiple interconnected overlay net-
works that together form a functional entity (e.g., Garcés-Erice et al. [2003], Xu et al.
[2003], Zoels et al. [2008], Artigas et al. [2005]). Based on the topological structure and
the connection pattern of these multiple overlay networks, multi-overlay P2P systems
can be further divided into vertical and horizontal P2P systems [Artigas et al. 2005]. It
should be noted that a multi-overlay P2P system may use different types of index and
network structures in the different overlays that together constitute the system.

In vertical P2P systems, multiple overlay networks form a layered structure, where
every layer is an independent structured (usually DHT-based) P2P overlay network.
The communication between the layers is implemented by nominating gateway nodes
that participate in two vertically adjacent layers [Zoels et al. 2008]. The gateway nodes
are responsible for routing of messages between two layers. Examples of vertical P2P
systems are HIERAS [Xu et al. 2003] and NICE [Banerjee et al. 2002]. In horizontal
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P2P systems, multiple overlay networks, each of them being called a leaf, are connected
to a single DHT-based P2P network. In addition, there can be connections between the
leaf overlays. The responsibility of the single DHT-based P2P network is to optimize
the routing in the P2P system and to maintain the conceptual hierarchy of the leaf
overlays [Artigas et al. 2005]. It is important to note that there are no specific gateway
nodes in horizontal P2P systems, but the leaf overlays are connected by adding some
carefully chosen links between the nodes [Zoels et al. 2008]. This is done so that the
total number of links per node remains relatively small. Basically, every individual leaf
could be based on any type of single-overlay P2P system. Examples of horizontal P2P
systems are Cyclone [Artigas et al. 2005] and the framework of semantic communities
presented by Li and Vuong [2006].

2.2. Peer-to-Peer Group Management

In the context of P2P networking, the notions of a group and a community are often
used synonymously, even though they possess some conceptual differences [Khambatti
et al. 2002b]. Whereas a group is basically a systems term, a community is a social
term. From a systems perspective, a group can be defined as any logically connected
subset of nodes that belong to the same P2P overlay network. These nodes may represent
human users, but can also be independent computing entities. Furthermore, it should
be noted that the members of a group may or may not be aware of each other. What
primarily distinguishes a community from a group are the social interaction and the
consciousness of the membership. Rheingold [2000] defines virtual communities (which
are now analogous to communities) as social-motivated webs of personal relationships
that share common values and interests, communicated through electronic media such
as P2P overlay networks. According to the given definitions, the concept of a group
can be seen as a parent class for the concept of a community (i.e., all communities are
groups, but not all groups are communities). For simplicity, we use the term “group”
to refer to any group, whether the group is a community or not. The social dimension
of P2P networking is not examined in detail, because the focus of this article is on the
systems side of P2P group management.

Based on our literature survey, group management refers to a set of procedures for
establishing, configuring, indexing, discovering, joining, leaving, and removing groups,
in which the group members are able to share resources and/or to communicate with
each other. Consequently, a P2P group management system is defined as a P2P system
that is able to provide these procedures. Not all P2P group management systems,
however, implement all of the listed procedures, but rather an applicable part of them.
Moreover, it is important to notice that the execution of the procedures can be either
user-initiated or system-initiated. The term system-initiated refers to procedures that
are executed transparently or automatically from the user’s standpoint. For instance,
groups might be established based on nodes’ searching behavior [Das et al. 2009]
or network proximity [Ratnasamy et al. 2002] even without users’ awareness of the
existence of these groups. In Table I, the descriptions of the procedures for P2P group
management are provided.

Table II presents an extensive sample of P2P group management systems found in
the literature. The identified P2P group management systems are classified according
to the type of underlying P2P system.

2.3. Challenges in Peer-to-Peer Networking

The fluent operation of P2P systems is complicated by several technical challenges,
which also have an impact on the operation of P2P group management systems. In
this section, we summarize the essential technical challenges that affect the operation
of P2P systems. The identified challenges involve performance, robustness, fairness,
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Table I. Descriptions of the Procedures for P2P Group Management

Procedure Description
Group establishment Functionality for creating a new group within a single P2P overlay or

as an independent P2P overlay. This procedure might include adjusting
configurable parameters of the underlying P2P overlay.

Group configuration Functionality for modifying group-related descriptive information (e.g.
group name) and policies (e.g. membership requirements). This proce-
dure might also include authentication.

Group joining Functionality for joining an established group. This procedure might
also include authentication and evaluation whether membership re-
quirements are fulfilled.

Group leaving Functionality for leaving an established group. This procedure might
also include authentication.

Group removal Functionality for removing an established group. This procedure might
also include authentication.

Group indexing and dis-
covery

Functionality for indexing and discovering groups within a P2P system.

Group member indexing
and discovery

Functionality for indexing and discovering members of a group.

Group resource indexing
and discovery

Functionality for indexing and discovering resources shared within a
group. This procedure might also include access control and encryption.

suitability for battery-powered devices, scalability, and security. In Section 3, these
challenges are used for analyzing the advantages and disadvantages of each different
P2P system architecture for the purpose of implementing P2P group management.

Performance. This describes the ability to perform the required tasks with an accept-
able delay. Suitable metrics for P2P performance often include routing delay or hop
count. In P2P networks, end-to-end routing delay is a consequence of the cumulative
delay of the data links and intermediary nodes on the communication path [Li et al.
2004]. As the lookup algorithm and the network topology determine the communica-
tion path between two previously unfamiliar nodes, they are in key position in defining
the routing performance [Hautakorpi and Camarillo 2007]. Lookup hop count denotes
through how many logical links the lookup request has to be sent during the lookup
phase. Hence, lookup hop count is used as the default routing performance metric in
P2P networking.

The importance of performance is especially highlighted in procedures that are ex-
ecuted frequently; group resource indexing and discovery can be an example of a pro-
cedure that is invoked frequently or carried out continuously. Performance is also re-
flected in those group management procedures that are potentially heavy to perform.
Depending on the underlying technology, group establishment or group joining can, for
example, be such procedures, if extensive messaging is needed in order to create the
required bindings between the nodes.

Robustness. Robustness refers to the ability to adapt to changes in the network
environment. Dynamicity in a P2P network is caused by both the churn (constant
joining and leaving of nodes) and the failures of nodes and network entities. As a result
of churn and failures, the message routing infrastructure is effectively breaking, and
thus, the messages may not reach their destination. This has a strong negative effect
on the success ratio of P2P operations that is commonly used as a metric for evaluating
robustness of a P2P system. In the worst-case scenario, churn can incur partitioning of
a P2P network into multiple disjoint smaller networks. Partitioning severely affects the
functioning of the network, depriving the users of some or all of the network-provided
services [Leonard et al. 2008; Yao et al. 2009]. Even if the network does not break into
disconnected parts, churn may in many cases affect the performance, lead to the loss of
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Table II. Classification of P2P Group Management Systems

Single-overlay Multi-overlay

Centralised indexing Distributed indexing Hybrid indexing

Publication Unstr. Struct. U. & S. Unstr. Struct. U. & S. Unstr. Struct. U. & S. Vert. Hor.

[Agostini and Moro 2004] x

[Anglade et al. 2007a] x

[Anglade et al. 2007b] x

[Artigas et al. 2005] x

[Banerjee et al. 2002] x

[Biswas and Vidyasankar 2008] x

[BitTorrent 2011] x* x*

[Bloehdorn et al. 2005] x

[Bottazzi et al. 2008] x

[Buyukkaya et al. 2008] x

[Castano and Montanelli 2005] x

[Castro et al. 2002] x

[Castro et al. 2003] x

[Chawathe et al. 2000] x

[Das et al. 2009] x

[Delmastro et al. 2005] x

[Freedman and Mazières 2003] x

[Galatopoullos et al. 2008] x

[Ganesan et al. 2004] x

[Garcés-Erice et al. 2003] x

[Gu and Wei 2006] x x

[Harvey et al. 2003] x

[Jennings et al. 2010] x

[Khambatti et al. 2002b] x

[Khambatti et al. 2004] x

[Kobayashi et al. 2005] x

[Koskela et al. 2010]

[Krishnamurthy et al. 2001] x x

[Kwok and Gao 2003] x

[Lei and Fu 2009] x

[Li et al. 2003] x

[Li and Vuong 2005] x

[Li and Vuong 2006] x

[Li et al. 2007] x

[Li et al. 2008] x

[Liotta et al. 2005] x

[Liu et al. 2006] x

[Lu and Callon 2003] x

[Mei and Chang 2004] x

[Montanelli 2006] x

[Morávek and Jelinek 2004] x

[Ou et al. 2010] x

[Ratnasamy et al. 2002] x* x*

[Ravichandran and Yoon 2006] x

[Shan and Shriram 2006] x

Continued
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Table II. Continued

Single-overlay Multi-overlay

Centralised indexing Distributed indexing Hybrid indexing

Publication Unstr. Struct. U. & S. Unstr. Struct. U. & S. Unstr. Struct. U. & S. Vert. Hor.

[Skype 2011] x

[Sripanidkulchai et al. 2003] x

[Sun et al. 2006] x

[Tham et al. 2004] x

[Wang and Vassileva 2004] x

[Xu et al. 2003] x

[Xue et al. 2004] x

[Yamamoto et al. 2008] x

[Yu and Li 2008] x

[Zhang et al. 2007] x

[Zhao et al. 2002] x

[Zhuang et al. 2001] x

∗There are multiple versions of a specific P2P system available or alternative implementation approaches.

data resources, or at least cause extra network maintenance messaging [Leonard et al.
2007, 2008]. Churn tolerance is very important, especially, in P2P systems populated
with mobile nodes that tend to participate in the network in a transient manner.

A low level of robustness can lead to problems in any of the procedures for P2P group
management. When the structure of the network is prone to break, basic procedures
such as group establishment or group joining may fail, since the nodes do not have
a reliable connection with each other. Churn and failures may take down nodes that
hold important data resources, thus hindering resource-related procedures. Examples
of such procedures include all group-related indexing and discovery, as well as group
configuration in cases where the implementation of this procedure is based on published
data resources.

Fairness. This is the guarantee that a node does not need to contribute more than
its fair share of the load in the system. A P2P system is defined to be fair when the
service and maintenance load inflicted on a node is shared in a manner that does not
let some nodes free-ride at the expense of other nodes [Fan et al. 2009]. If fairness is
observable by the users, it has the effect of incentivizing them to participate as the
feeling of fairness removes fears of being abused. The used fairness metrics depend
on the requirements of a P2P application. The metrics may include, for example, the
number of objects a node is responsible for, the number of incoming service requests per
node, the total number of messages processed per node, the amount of data transferred
to or from a node, a node’s CPU load, a node’s storage consumption, and a node’s energy
consumption [Fan et al. 2009]. Fairness of a P2P system can be enhanced, for instance,
with load balancing techniques such as those presented in Rao et al. [2003].

In the context of P2P group management, fairness is mainly examined from two
viewpoints: fairness between nodes within a group and fairness between nodes that
belong to different groups. If groups are implemented within a single overlay, the load
generated in one group may also affect the load of the nodes in other groups. In this case,
inter-group fairness should be considered especially in all group-related indexing and
discovery, because in those procedures the host of a resource may be highly burdened
if the resource is, for example, very popular or very large. If, however, each group is
implemented as an independent overlay, the load generated in one group has no or
little effect on the load of the nodes in other groups.

Suitability for battery-powered devices. As the popularity of mobile computing in-
creases, the problem areas specific to battery-powered terminals become more and
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more important. Although battery technologies have improved over the time, energy
requirements of mobile devices have increased faster [Gupta and Mohapatra 2007;
Ravi et al. 2008]. To reverse this development, improving energy conservation methods
is essential. For a P2P system, suitability for battery-powered devices is often syn-
onymous with messaging patterns that do not drain the battery too quickly. This is
especially challenging in mobile networks, since usually mobile devices are behind a
Network Address Translation (NAT) and/or a Firewall (FW) that need to be traversed,
increasing the amount of mobile network traffic [Haverinen et al. 2007]. Messaging
optimizations may involve mobile-specific modifications to the P2P protocol [Kelényi
and Nurminen 2008] or it might be a general property of the P2P system [Jennings
et al. 2010]. In addition, ensuring fair load distribution between mobile and fixed de-
vices helps further improve energy efficiency. This can be achieved, for instance, using
resource-aware load balancing, or by demoting mobile nodes to a less demanding role
in a P2P system, absolving them from the responsibility to contribute to the network
management [Nurminen and Nöyränen 2008; Jennings et al. 2010]. The metrics for
evaluating the suitability of a networking technology for battery-powered devices in-
clude the energy consumption and battery life of a device.

In the context of P2P group management, suitability for battery-powered devices is
mainly affected by the devices’ role in the maintenance of the P2P network and the
indexing of groups, group members, and group resources. The importance of energy con-
sumption is emphasized in group management procedures that are either frequently
executed or require intensive signalling, since the energy consumption of mobile net-
working is especially sensitive to signalling load. The information whether a device
is battery powered or not can be taken into account already in group establishment,
when their role in the group can be set accordingly.

Scalability. Scalability is the ability to accommodate an increasing number of
nodes in a P2P system without severely degrading the performance of the system
[Androutsellis-Theotokis and Spinellis 2004]. Scalability is one of the most important
evaluation criteria for any distributed networking technology that is intended for wide-
spread deployment. Scalability is an especially important design goal in a P2P system,
where an individual node does not have global knowledge of the network state, and
the lifetime and capabilities of nodes vary substantially. The increase of hop count
in relation to network size is a typical metric for evaluating the scalability of a P2P
system. Service discovery is identified, in addition to actual resource searches, as a
functionality where scalability is of importance [Ahmed and Boutaba 2011]. Nondeter-
ministic routing and churn-intolerant overlay maintenance are usually identified as
factors that can lead to poor scalability.

As practically all group management procedures are based on the sending of
messages between nodes using the P2P overlay network, good scalability in the
message routing functionality supports all the procedures. Moreover, scalability has
special influence on group establishment and group joining procedures. In these
procedures, scalability affects how many groups can exist simultaneously, and how
many members can participate in each of these groups without any significant
decrease in the performance of the system.

Security. This is the level of information security provided in a P2P system. As
the operation of P2P systems relies on a large number of potentially hostile nodes,
security measures may require special attention in the system. Security properties
of P2P systems can be examined from two different viewpoints. One approach is to
list the desirable properties of a secure P2P system [Androutsellis-Theotokis and
Spinellis 2004]. The other approach is to list the security problems or possible attacks
against a P2P system that could violate the security properties of the P2P system
[Palomar et al. 2006]. Androutsellis-Theotokis and Spinellis [2004] classify security
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properties into integrity and authenticity, privacy and confidentiality, and availability
and persistence, whereas Palomar et al. [2006] classify security properties into
man-in-the-middle, Sybil protection, and node anonymity, to mention a few examples.
Security and privacy issues specific to the emerging P2P streaming systems have also
been addressed in Gheorghe et al. [2011].

Security is essential in all group management procedures. Group joining is an ob-
vious example: sometimes only authenticated nodes are permitted to become mem-
bers in a group. Similarly, security enforcement may be needed against, for example,
unauthorized group removal or group leaving. Confidentiality, integrity, and availabil-
ity are important for any sensitive information handled in the context of procedures
such as group member indexing and discovery or group resource indexing and dis-
covery. This is especially evident when groups are implemented within a single over-
lay. Security policies can be part of the settings managed using group configuration
procedures.

3. ANALYSIS OF DIFFERENT P2P SYSTEMS FOR IMPLEMENTING GROUP MANAGEMENT

In this section, we present how groups are typically established using different P2P
system architectures. In addition, we also analyze the advantages and disadvantages
of each different P2P system architecture for the purpose of implementing P2P group
management. Based on Section 2.3, the evaluation criteria used in the analysis are
performance, robustness, fairness, suitability for battery-powered devices, scalability,
and security.

3.1. Single Overlay

In single-overlay P2P systems, one or multiple groups are established within a single
overlay network. Depending on the particular realization, the groups can be overlap-
ping. Based on Section 2.2, single-overlay P2P systems are classified into the following
three categories based on their index: centralized, distributed, and hybrid.

3.1.1. Centralized Indexing. In P2P group management systems that rely on central-
ized indexing, at the very least, groups are indexed and discovered using centralized
servers. The rest of the group management procedures can also be implemented using
centralized servers, but alternatively, they can be implemented using P2P overlay net-
works. Figure 2 illustrates how groups are formed in P2P systems that use centralized
indexing.

Real-life examples of unstructured P2P systems that use centralized indexing
are Napster [2011] (Figure 2(a1)) and the original version of BitTorrent [2011]
(Figure 2(a2)). In Napster, all nodes connect to a centralized server that is responsible
for all indexing and discovery in the system. Only the actual file transfers are
conducted in a P2P manner. Napster does not inherently support groups, but in
Napster-like P2P systems, all group management procedures could be implemented
on the centralized servers. In BitTorrent, a group exists only for the purpose of
distributing a specific resource. Thus, indexing and discovery for both groups and
group resources are essentially the same group management procedure. In the
original version of BitTorrent, group resource indexing and discovery is collaboratively
managed by two types of centralized servers: index servers and trackers. Information
about each group resource is stored on index servers in a file format called torrent. A
torrent is a small file that contains metadata about the data resource and the contact
information of the tracker responsible for coordinating the distribution of the data
resource. Under the coordination of a tracker, nodes are able to establish connections
with each other and form a file sharing group that is typically referred to as a swarm.
Trackers implement the indexing and discovery of group members (swarm members)
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Fig. 2. Groups in P2P systems that use centralized indexing.

and also partly indexing and discovery of group resources, since they keep track of the
nodes where a specific piece of the data resource can be found. In addition, trackers
are responsible for conducting group establishment, group configuration, group
joining, group leaving, and group removal procedures. In the context of BitTorrent,
group configuration usually stands for policies that regulate the priorities in the file
distribution, for instance, whether the rarest pieces of a data resource are downloaded
first or the ones that can be acquired most swiftly. In real-life application, it is rather
typical that the same server entity acts as both an index server and a tracker.

While conducting our literature survey, we did not find any examples of structured
P2P systems that use centralized indexing. However, an illustrative example could be
a DHT-based P2P system, where all group management procedures are implemented
by a centralized server (Figure 2(b)). Thus, all group-related indexing and discovery
would be conducted using the centralized server. In practice, a group would exist as a
list of the DHT-based identifiers of nodes and their shared resources.

The trackerless version of BitTorrent [2011] (Figure 2(c)) provides an example of
a P2P system that uses centralized indexing and a combination of unstructured and
structured P2P overlay networks. In the trackerless version of BitTorrent, the central-
ized trackers have been replaced by a DHT-based P2P overlay network. Hence, instead
of an address of a centralized tracker, a torrent file contains an infohash that is an
address in the DHT-based P2P overlay network, where the list of members of a specific
file sharing group is stored. The node that is responsible for maintaining the member
list assumes the role of a tracker. In the trackerless version of BitTorrent, the only
centralized entity is the index server.

Performance of P2P group management systems that use centralized indexing
is usually very good, because the discovery of groups, group members, and group
resources requires only O(1) hops resulting in minimal routing delays. Performance
tends to be the better the more group management procedures are implemented on
centralized servers instead of P2P overlay networks. For instance, the performance of
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the trackerless version of BitTorrent is mainly dependent on the performance of its
DHT-based P2P overlay network, where the required number of hops is O(log n).

Robustness of P2P group management systems that use centralized indexing must
be analyzed from two different angles. On one hand, centralized servers tolerate churn
very well, since there is no specific network topology of nodes to be maintained. On
the other hand, centralized servers form a single point of failure. As a result of a
server failure, the operation of a group could be interrupted, or in the worst case, all
information about the group could be lost.

Fairness of P2P group management systems that use centralized indexing depends
on how indexing and discovery of groups, group members, and group resources as well
as the exchange of group resources are implemented. Use of centralized servers for
indexing and discovery provides a good level of fairness from a user’s standpoint, since
the load on a node is mainly dependent on the extent of the node’s activity. However,
for example in Napster-like P2P systems, nodes with more popular resources might be
under heavier load. In BitTorrent, the fairness in the file sharing groups can be further
increased by using policies that guide nodes to send data to those nodes that send
data back to them. When using DHT-based P2P overlay networks for implementing
group-related indexing and discovery, the load is usually well distributed, at least as
long as the nodes are relatively homogeneous in terms of capacity.

Use of centralized indexing increases the suitability of a P2P group management
system for battery-powered devices. This is mainly a result from the fact that with
centralized indexing battery-powered devices are not burdened by group-related
indexing and discovery procedures. In Napster-like systems, a battery-powered device
needs to establish connections only with the centralized server, and additionally with
some other nodes when exchanging data resources. The small number of required
connections also alleviates the burden caused by the NAT and FW traversal. In
BitTorrent, the challenge caused by the NAT and FW traversal is dependent on the
size of the file sharing group and the used policies for file distribution.

Scalability of P2P group management systems that use centralized indexing is usu-
ally poor, since the centralized servers have their own capacity limits that can only
be increased by acquiring new hardware components. This increases not only the ac-
quisition costs, but also administrative and maintenance costs. Due to the restricted
capacity, the number of groups and the size of groups may be limited. Scalability has
been improved, for instance, in the trackerless version of BitTorrent by replacing the
centralized trackers with a DHT-based P2P overlay network.

Security properties of P2P group management procedures that rely on centralized
server entities are fairly straightforward to manage. For example, ill-behaving group
members can be easily eliminated from the index by the centralized server. In BitTor-
rent, the integrity of each downloaded data piece can be verified using its SHA-1 hash
code stored in the torrent file. However, there are no guarantees that the contents of a
torrent file are what was expected or that a tracker, whether a server or a P2P node, is
not hostile. To alleviate this issue, the contents of a torrent file are typically reviewed
by several users, which helps improving the security of using BitTorrent.

3.1.2. Distributed Indexing. In P2P group management systems that rely on distributed
indexing, there exist two predominant approaches for implementing group-related in-
dexing and discovery. In the first approach, all group-related indexing and discovery is
implemented in a distributed manner using tree-like structures on top of a P2P proto-
col. In the second approach, indexing and discovery of group resources is implemented
in a distributed manner, but indexing and discovery for groups and their members is
merely defined locally by each individual node. Figure 3 illustrates how groups are
formed in the P2P systems that use distributed indexing.
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Fig. 3. Groups in P2P systems that use distributed indexing.

An example of an unstructured P2P system that uses distributed indexing is Gnutella
v0.4. In Gnutella v0.4, all nodes establish connections with their neighbors forming
a random network topology of interconnected nodes. Gnutella does not inherently
support groups, but many Gnutella-like P2P systems have been extended with group
management procedures [Castano and Montanelli 2005; Das et al. 2009; Khambatti
et al. 2004; Li et al. 2007]. There exist two prominent approaches for implementing
group management in Gnutella-like P2P systems. The first approach is to establish
groups from the perspective of each individual node (Figure 3(a1)). For instance, in Das
et al. [2009], groups are formed in a lightweight manner by adding community edges
between nodes. A community edge is a link that brings two nodes at a one-hop distance
from each other. As a group is always established from the standpoint of an individual
node, it is unlikely that all nodes in a group (seen by a particular node) have a direct
connection also with each other. A new community edge can be added, for example,
when a node’s search query has been successfully responded to by another node. As
multiple groups can be greatly overlapping, all the community edges in the P2P system
form a graph structure. The second approach is to establish an additional structure
(usually a tree) on top of an unstructured P2P system (Figure 3(a2)). For instance,
in Castano and Montanelli [2005], the founder of a group defines the membership
requirements and sends an invitation to its neighboring nodes. The invitation message
contains a TTL parameter, which defines the maximum number of hops the invitation
is propagated in the P2P network. Each node who matches the membership require-
ments joins the group by contacting the founder. The nodes in a group form a tree,
where the founder acts as the root. In practice, groups in Gnutella-like P2P systems
emerge in time rather than are established in a controlled manner [Castano and
Montanelli 2005]. In this context, the concept of a group remains rather loose, because
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the groups may be strongly overlapping, and in addition, the members of the same
group might not be aware of each other [Agostini and Moro 2004]. It is also common
that the execution of the group management procedures is solely system-initiated.

Examples of structured P2P systems that rely on distributed indexing are basically
all DHT-based P2P systems that do not contain node hierarchy. In these P2P systems,
all group-related indexing and discovery is implemented in a distributed manner, and
the groups are usually established using a separate multicast protocol on top of the
DHT algorithm (Figure 3 (b)). The use of multicast structures, such as trees, is enabled
by the deterministic resolution of queries. For instance, in Castro et al. [2002], an
application-level multicast infrastructure called Scribe is used on top of Pastry. In
Scribe, a group is established by creating a special DHT identifier called topicId that
is set as the root of a multicast tree. The multicast tree is formed as a union of DHT
routes from each group member to the topicId. A node that is responsible for storing
a group’s topicId acts as a rendezvous point for that particular group. A rendezvous
point is used for joining and leaving a group and disseminating multicast messages to
the group members. Other examples of multicast infrastructures are Bayeux [Zhuang
et al. 2001] and SplitStream [Castro et al. 2003].

While conducting our literature survey, we did not find any examples of P2P systems
that uses distributed indexing and a combination of unstructured and structured P2P
overlay networks. However, an illustrative example could be a system where indexing
and discovery for both groups and their members is implemented using a DHT-based
P2P network (Figure 3(c)). This could be done, for instance, by publishing a list of groups
in the DHT-based P2P network using a generally known DHT identifier. Furthermore,
the member list of a specific group can be discovered using the group’s DHT identifier,
known from the group list. A node can join a group by adding itself to the member
list and by establishing direct connections with the members of a group. The groups
would thus exist as unstructured P2P networks, where indexing and discovery of group
resources take place. This example resembles a horizontal multi-overlay P2P system,
but is distinguished from it by the fact that now the DHT-based overlay is used for
indexing and discovery of groups and their members, not for managing the conceptual
hierarchy of the P2P system or any routing optimizations.

Performance of P2P group management systems that use distributed indexing de-
pends essentially on the type of the used P2P overlay network. In general, the perfor-
mance of unstructured P2P systems is hard to guarantee because of their unorganized
messaging patterns [Zhang et al. 2007]. However, especially when group members are
connected with direct links, they are reachable with only one hop. This improves the
performance of Gnutella-like P2P systems from the viewpoint of implementing group
management, but only if the network size stays moderate. The DHT-based P2P systems
have potential for very good performance in P2P group management because of the low
and predictable hop count. This enables fast routing in multicast infrastructures im-
plemented on top of DHT-based P2P networks.

When groups in Gnutella-like P2P systems are established as a collection of links
between the pairs of nodes, no group-related information needs to be collectively main-
tained. This has a significant positive effect on the level of robustness. If the groups are
established as trees, the structure of a tree must be repaired every time a node joins
or leaves the group. This introduces a challenge to group management regardless of
whether unstructured or DHT-based P2P systems are used. It should also be noted that
each root node introduces a potential single point of failure. In contrast to unstructured
P2P systems, also the underlying DHT structure of DHT-based P2P systems requires
continuous management in the presence of churn or node failures [Zhang et al. 2007].

In unstructured P2P networks that rely on distributed indexing, fairness within the
groups is at a reasonable level if the groups are not eminently overlapping. If a node
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belongs to multiple groups or acts as a root node of a tree, this particular node might
become constantly burdened by search queries. In addition, it should be noted that also
nongroup-related flooding can burden the nodes in a group, and especially the ones
that are in a central location in an unstructured network topology. With DHT-based
P2P systems, the messages are fairly evenly distributed between the nodes by the DHT
algorithm itself. However, multicast infrastructures in DHT-based P2P systems might
require group-related message forwarding services from nodes that are not part of the
particular group [Castro et al. 2002]. In addition, a root node of a multicast tree gets
more than the fair share of the incoming requests, because it manages group joining
and leaving procedures as well as the initiation of multicast messages.

Use of distributed indexing might compromise the suitability of a P2P group
management system for battery-powered devices. With unstructured P2P systems,
the burden from network maintenance messaging is generally low. However, the
unorganized messaging patterns might generate lots of network traffic, especially if
the groups are not used for strictly restricting the scope of messaging. For instance, a
node might first send a query to a node that is a member of its group, but if no answer
is found, the query might be flooded to the rest of the P2P network. In DHT-based
P2P systems, battery-powered nodes mainly suffer from a large amount of network
maintenance messaging if not taken into account in the P2P protocol design [Kelényi
and Nurminen 2008]. Finally, it should be noted that NAT traversal is also an issue for
all P2P systems that use distributed indexing, because several different nodes need to
be able to initiate connections towards battery-powered nodes.

Scalability of P2P group management systems that use distributed indexing is
usually good. Unstructured P2P systems themselves, however, are not very scalable
[Sripanidkulchai et al. 2003]. This affects the scalability of tree-like structures, but
scalability is not a major issue when most of the group management procedures are
implemented locally by each individual node. Thus, the performance is not decreased if
the average group size stays moderate. The scalability of P2P group management sys-
tems that rely on DHT algorithms is usually good, thanks to the very good scalability
of the underlying DHTs for large-scale systems [Harvey et al. 2003]. In a typical DHT,
the hop count increases logarithmically when the number of nodes increases linearly.
Thus, even in relatively large multicast groups, routing of messages is efficient.

Security properties of P2P group management procedures that rely on distributed
indexing might require special attention. In unstructured P2P systems, security may
need enforcement, since the flooding of packets to a large number of unknown hosts
could compromise the confidentiality and integrity of the data. It must be noted that
even though groups exist, they may not set any boundaries to the routing of messages
[Das et al. 2009]. In contrast to unstructured P2P systems, security properties are
somewhat easier to manage in DHT-based P2P systems. This is because of the fact
that routing of messages is more controlled, and thus each message is processed only
by a small number of nodes. However, in DHT-based P2P systems, security may also
need enforcement, because the group-related multicast messages may travel through
potentially hostile DHT nodes [Harvey et al. 2003].

3.1.3. Hybrid Indexing. In P2P group management systems that rely on hybrid indexing,
all group management procedures are implemented by supernodes. Ordinary nodes are
able to discover and join groups by interacting with the supernode they are currently
connected to. With hybrid indexing, groups are usually formed by one or multiple
supernodes and their connected ordinary nodes. If multiple supernodes constitute a
group, each supernode must be able to discover other supernodes in that particular
group. In addition, multicast infrastructures can be used for establishing groups when
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Fig. 4. Groups in P2P systems that use hybrid indexing.

the supernodes are connected using a DHT-based P2P network. Figure 4 illustrates
how groups are formed in P2P systems that use hybrid indexing.

The project JXTA [Gong 2001] (Figure 4(a1)) and Reliable Multicast Proxy (RMX)
[Chawathe et al. 2000] (Figure 4(b1)) are good examples of unstructured P2P systems
that rely on hybrid indexing. The project JXTA is a set of protocols for different P2P
functionalities. In JXTA, supernodes can be classified into rendezvous peers acting as
peer intercommunication hubs and relay peers assisting in FW traversal. The groups
in JXTA are realized as collections of nodes that share at least one common supernode.
To enable propagation of messages among the members of a group, rendezvous peers
cooperate with each other and with the ordinary nodes. In JXTA, the creator of a group
has freedom to configure the group policies, for instance, by defining membership re-
quirements or even by modifying the default routing scheme used within the group. In
RMX, a hybrid multicast infrastructure is established, where homogeneous nodes are
grouped together. Each group is managed by an RMX (i.e., supernode) that together
form a spanning-tree on the application layer. The communication between the RMXs
is implemented using spanning-tree flooding, whereas each RMX uses IP multicast to
send data to its group members. In both JXTA and RMX, the supernodes are inter-
connected using an unstructured P2P overlay network that enables the discovery of
remote groups. Differences between the two include, for example, that RMX supern-
odes are specifically instructed to be placed in strategic locations in the network, while
in JXTA nearly any node can assume the role of supernode if needed. Furthermore,
in RMX the supernodes may dynamically alter the content of the handled data flows
based on application-level knowledge.

An example of a structured P2P system that relies on hybrid indexing is a P2PSIP
protocol called RELOAD [Jennings et al. 2010] (Figure 4 (b)). To avoid confusion, it is
important to point out that RELOAD uses a different kind of terminology for describing
node hierarchy. In RELOAD, a peer refers to a supernode and a client to an ordinary
node. Both peers and clients belong to the same DHT-based numerical address space,
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which is designed so that each peer is responsible for those clients that are near in the
address space. RELOAD does not inherently provide group management procedures,
but a peer and its connected clients could be considered as a group. Furthermore,
a multicast infrastructure could be used for group establishment. With RELOAD, a
multicast tree would be naturally constructed so that the branches are formed by the
peers and the leafs are the clients.

A real-life example of a P2P system that uses hybrid indexing and a combination of
unstructured and structured P2P overlay networks is Skype [2011] (Figure 4 (c)). The
network of supernodes is based on a DHT algorithm, but the communication between
the supernodes and their ordinary nodes is implemented using some sort of flooding
[Brands and Karagiannis 2009]. From a user’s viewpoint, a group in Skype appears in
the form of a contact list that is maintained by supernodes in a distributed manner.
However, from a technical viewpoint, a group in Skype-like P2P systems could also
be defined as a collection of supernodes (whether one or multiple) and their connected
ordinary nodes, or alternatively, as a multicast infrastructure.

Performance of P2P group management systems that rely on hybrid indexing is
good, because interaction between two ordinary nodes (i.e., group members) that share
the same supernode requires only two hops. If the two ordinary nodes are connected
to different supernodes, only a few additional hops are required, because supernodes
belonging to the same group must be able to easily discover each other. Discovery
of remote groups is also rather efficient, because only a few hops are needed in the
relatively small network of supernodes.

There are two aspects to the robustness of P2P group management systems that
use hybrid indexing: (1) if an ordinary node joins or leaves a group, only a minor
amount of traffic takes place between a supernode and that specific ordinary node;
(2) if there is only a single supernode in a group and it leaves the group, a new su-
pernode needs to be assigned for the group or the whole group ceases to exist [Sun
et al. 2006]. In comparison to unstructured P2P systems, a supernode is easier to
replace in DHT-based P2P systems, if the group is tied to a certain DHT identifier
such as in Scribe [Castro et al. 2002]. In the case of a supernode failure, the nearest
supernode in the DHT address space could automatically replace the failed supern-
ode. Alternatively, a new supernode could also be elevated from the group of ordinary
nodes.

To guarantee fairness, particularly the choosing of supernodes must be based on
agreeable policies. This is because the supernodes often bear the largest burden in a
group. These policies may contain rules, for instance, on the required minimum ca-
pabilities of a supernode or the maximum number of its connected ordinary nodes
[Liotta et al. 2005]. In P2P group management systems that use hybrid indexing,
fairness is inherently enhanced by the fact that group-related messaging does not af-
fect the ordinary nodes in the other groups. However, in DHT-based P2P systems,
group-related indexing and discovery might require message forwarding and data
storage services from supernodes that are not part of the particular group. This
might have a negative effect on the fairness if some groups are more active than the
others.

Use of hybrid indexing in P2P group management systems has a significant positive
effect on suitability for battery-powered devices. By assigning mobile nodes as ordinary
nodes instead of supernodes in a group, the burden on these battery-powered devices
can be significantly decreased. From the viewpoint of ordinary nodes, NAT traversal
is only a minor problem, since they need to maintain the connection only to a single
supernode. Mobile nodes can also become supernodes, but then NATs and battery life
may become issues regardless of whether unstructured or DHT-based P2P systems are
used.
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Scalability of P2P group management systems that rely on hybrid indexing is fairly
good [Shan and Shriram 2006], because: (1) the size of the P2P network formed by
the supernodes is relatively small, allowing for low-cost addition of new groups and a
quick discovery of remote groups; and (2) the communication within a group has a very
simple messaging pattern. When a group grows large and has only a single supernode,
this supernode may become a bottleneck, however. Thus, the implementation of the
P2P group management should take into account that several supernodes per group
may be needed.

In unstructured P2P systems that use hybrid indexing, security within a group is at
a good level, since the scope of messaging is restricted solely to the members of a group;
of course, the nodes chosen as the group’s supernodes should be trusted [Galatopoullos
et al. 2008]. In DHT-based P2P systems, security within a group may need enforcement,
because part of the communication may be routed by supernodes that are outside of
the immediate group. Moreover, the group resources can be assigned to any supernode
in the DHT-based P2P system by the DHT algorithm.

3.2. Multi-Overlay

In multi-overlay P2P systems, one or multiple groups are established using multiple
interconnected overlay networks. Usually, one P2P overlay network is used for each
group. However, also other kinds of approaches can exist, where either one P2P overlay
network contains multiple groups or one group is spread across multiple P2P overlay
networks. Based on Section 2.2, multi-overlay P2P systems are classified as either
vertical and horizontal according to their topological structure and the connection
pattern of the multiple overlay networks.

3.2.1. Vertical. In vertical P2P systems, a group consists of one (or multiple) struc-
tured P2P networks. Examples of vertical P2P systems are HIERAS [Xu et al. 2003]
(Figure 5(a)) and NICE [Banerjee et al. 2002]. In HIERAS, the entire P2P system is
divided into several layers. The highest layer contains all nodes in a single DHT-based
overlay, whereas each lower layer consists of multiple DHT-based P2P overlays that
correspond to groups. Each node must belong to one group in each layer and be capable
of acting as a gateway node between two adjacent layers. In order to minimize the
network latencies, topologically adjacent nodes are grouped together in such a way that
the smallest network latencies occur in the lowest layer. Most of the routing hops in
HIERAS take place in the lower layers before reaching the highest layer, which results
in smaller total routing delay. In NICE, nodes are arranged into layers and further into
groups based on node proximity. From each group a node that is in a central position
to the other group members in terms of distance is nominated as a group leader. The
reason for this is to guarantee quick and lightweight joining of new members without
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burdening the group with extensive messaging. In NICE, all nodes are part of the
lowest layer, but each cluster leader also takes part in the next layer above. Finally, the
highest layer has only a single group with a single member. The vertical structure of
NICE is used for enabling efficient and scalable multicasting on the application layer.

Performance of vertical P2P systems for group management is very good, since the
nodes are usually assigned into groups based on performance metrics such as rout-
ing latency. The complexity of the system, however, hinders robustness, since churn
may have an effect on multiple groups residing in separate P2P overlay networks.
Fairness naturally depends on the details of the given system, but is generally good,
because most group-related messaging occurs within the boundaries of the established
groups. As regards suitability for battery-powered devices, it should be noted that a
mobile node may need to participate in multiple P2P overlay networks, and thus take
responsibility of maintaining multiple network structures [Xu et al. 2003]. If these
P2P overlay networks are small-sized, the burden inflicted on a mobile node might
still be lighter than, for instance, in a single large DHT-based P2P overlay network,
because maintaining a single large DHT may generate more maintenance load. The
NAT traversal is a problem, because several connections are needed towards the mo-
bile nodes. Vertical P2P systems have good scalability, since the routing of messages
within and between groups can exploit the routing-related information contained in
the structure of the multilayer system, which may be fine-tuned, for example, according
to routing latencies or geographical proximity [Harvey et al. 2003]. Security may need
enforcement, because establishment of groups is usually not based on trust. Thus, mes-
sages within the groups or between different groups may be routed through potentially
hostile nodes.

3.2.2. Horizontal. In horizontal P2P systems, groups are established as autonomous
P2P networks called leafs that are managed by a common DHT-based P2P network
[Artigas et al. 2005]. Examples of horizontal P2P systems are the framework of seman-
tic communities presented by Li and Vuong [2006] (Figure 5 (b)) and Cyclone [Artigas
et al. 2005]. In Li and Vuong [2006], a DHT-based P2P overlay is created: (1) to assist
nodes organizing into groups, (2) to discover entry nodes to join a specific group, and (3)
to forward queries to the correct groups. The DHT-based overlay consists of nodes that
have high capabilities and long online time. Instead of the DHT-based P2P overlay, the
groups are constructed as unstructured P2P systems in order to enable the use of com-
plex queries. In Cyclone, a tree-like conceptual hierarchy of autonomous DHT-based
P2P overlay networks (i.e., groups) is created. Each node is given an identifier that
is comprised of two parts: a unique intra-group identity and a group identifier. The
established groups in the conceptual hierarchy are not fully connected, but rather use
some carefully chosen inter-group links [Zoels et al. 2008].

Performance of horizontal P2P systems for group management is dependent on the
type of the P2P system applied within a group overlay. As for robustness, it is important
to notice that the groups are autonomous and churn in one of the groups has no effect on
the other groups. However, a failure of a node that has some responsibilities for linking
groups in the conceptual hierarchy might cause some system-wide problems. Fairness
measures are also derivable from the types of P2P networks used in the group overlays,
but the nodes that also take part in the common DHT-based P2P network are naturally
under heavier burden [Li and Vuong 2005]. To preserve the battery life, mobile nodes
should not belong to the common DHT-based P2P overlay network. Scalability of a
horizontal P2P system needs to be examined at two levels: (1) at the level of the entire
system, the scalability is very good since adding a new group inflicts only a minor
additional load on the common DHT-based P2P network; (2) at the level of the groups,
scalability is again dependent on the type of P2P network used. Security is inherently
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very good, because the group-related messaging is restricted to the members of a group,
all of which reside in the same autonomous P2P overlay network [Li and Vuong 2005].

4. DISCUSSION AND CONCLUSIONS

P2P systems are ideal platforms for distributed computing and interpersonal commu-
nication, which emphasizes the importance of groups and their efficient management.
This article presents a conceptual analysis of P2P group management systems. We
describe how groups are formed using different P2P system architectures, and analyze
the advantages and disadvantages of each P2P system architecture for implementing
P2P group management. The evaluation criteria used in the analysis are performance,
robustness, fairness, suitability for battery-powered devices, scalability, and security.
These properties were selected because they constitute an essential set of challenges
faced by the P2P group management systems.

Based on the knowledge provided in the article, the task of designing a P2P group
management system can be facilitated by progressing through the following six steps:
First, clearly define the purpose why groups are needed. In order to provide assistance
for the task, this article provides an extensive sample of existing P2P group manage-
ment systems found in the literature. By studying these systems, information about
alternative approaches to achieve similar kinds of aims can be discovered. Second,
examine the presented set of P2P group management procedures to gain an under-
standing what kinds of procedures need to be implemented, and whether or not some
procedures need to be implemented at all. In relation to group management proce-
dures, it is also important to consider whether the groups can be overlapping, whether
inter-group messaging is needed, whether the group members need to be aware of
each other, and whether the proximity information is taken advantage of in the group
establishment. As a third step, estimate the characteristics of the intended use envi-
ronment. This includes considerations, for instance, on the predicted size of the P2P
overlay network, amount of churn, heterogeneity of nodes, and average size of a group.
Fourth, define the required properties of the underlying P2P system architecture. By
the required properties, we mean the following: performance, robustness, fairness,
suitability for battery-powered devices, scalability, and security.

Based on the information gathered in the previous steps, fifth consider how to imple-
ment the needed procedures. It is important to notice that in many cases, the underlying
P2P system architecture at the same time guides and restricts how each P2P group
management procedure can be implemented in an efficient manner. Finally, select an
underlying P2P system architecture for implementing the defined P2P group man-
agement system. Our conceptual analysis provides a good foundation for finding the
appropriate candidates from the diversity of existing P2P system architectures.

According to our survey, a majority of the existing P2P group management systems
rely on single-overlay P2P system architectures, even though multioverlay P2P archi-
tectures provide many useful features for implementing groups in a P2P system. The
fact that vertical P2P systems exploit routing-related information when constructing
the multilayered structure makes them ideal for groups that are, for instance, estab-
lished based on geographical areas. Especially the vertical P2P systems have good
performance, fairness, and scalability, but unfortunately robustness and suitability
for battery-powered devices can be significantly weakened by the complexity of the
multilayered structure. For instance, a mobile node might need to participate in the
maintenance of multiple DHT-based overlay networks. The most important advantage
of horizontal P2P systems is the complete autonomy of groups that can be implemented
using any type of P2P systems, chosen according to the group-specific needs. If the
used types of P2P systems can be selected in a near-optimal manner, horizontal P2P
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systems provide a very interesting alternative for implementing multipurpose P2P
group management systems.

In future research, it would be beneficial to combine the systems perspective, adopted
in this article, with the social dimensions of P2P group management. This is because the
features of a social application often dictate what is needed from a group management
system in a technical sense.
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