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Abstract: Image deconvolution is an effective image restoration technique to improve the quality of digital 
microscopic images resulting from out-of-focus blur. To solve the severely ill-posed problem of traditional 
Richardson–Lucy method, considering the point spread difference of various directions, a new microscope 
image restoration method based on multiple defocused images of different aperture is proposed. The maximum-
likelihood estimation is used to suppress the ringing artifacts and noises sensitivity of microscope image. 
Experimental results show that the proposed algorithm performs better than Richardson–Lucy method and 
improve peak-signal-to-noise-rate about 4 dB. Copyright © 2014 IFSA Publishing, S. L. 
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1. Introduction 
 

Recently, digital optical microscope is becoming 
a vital tool in industry, materials science and 
biomedical for its intuitive, low cost and high degree 
of intelligence. It is hard to get a high quality focus 
image since the depth of field is very shallow while 
the optical system deviation is large. It is the primary 
problem that how to get a high quality focus image in 
digital optical microscope for follow-up observing, 
processing and measuring easily. 

Image deconvolution is an effective image 
restoration technique to improve image quality. 
Image deconvolution can be categorized into two 
types, that is, blind deconvolution and non-blind 
deconvolution. The former is more difficult since the 
point spread function (PSF) is unknown. Natural 
image statistics together with a sophisticated 
variational Bayes inference algorithm are used to 
estimate the PSF [1], [2]. Even with a known PSF, 

non-blind deconvolution is still under-constrained. In 
our approach, we significantly reduce the artifacts in 
a non-blind deconvolution by taking advantage of the 
out-of-focus noisy image. 

Image deconvolution problems are often solved 
by Richardson-Lucy (RL) deconvolution algorithm. 
Initially it was derived from Bayes’s theorem in the 
early 1970’s by Richardson and Lucy [3], [4]. The 
method is a nonlinear iterative method based on 
Bayesian analysis which computes maximum 
likelihood estimation adapted to poisson statistics. 
Two important drawbacks of RL deconvolution, 
however, are ringing artifacts and noises sensitivity. 
To suppress this problem, regularization constraints 
on the object are supplemented such as non-negative, 
total variation, and normalization, etc. [5]-[7]. 
Further more, some prior knowledge on the data has 
to be applied to stabilize the solution. By 
incorporating an anti-reflective boundary condition 
and a re-blurring step, Donatelli et al. recover a latent 
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image with reduced ringing with a PDE-based model 
[8]. Levin et al. use a sparse derivative prior to avoid 
ringing artifacts in deconvolution [9]. For the image 
deconvolution is ill-posed, the common problem  
that methods above must face is how to suppress 
ringing and noise amplification while preserving 
object edges.  

There are motion image restoration systems that 
use specialized hardware, such as measurement 
sensors, to augment a camera to aid in the motion 
image restoration [10]. Other approaches are those 
that use multiple images as input to do the job. Rav-
Acha et al. combined information in two motion 
blurred images [11], while Yuan et al. use 
information from two images, one blurry one noisy, 
to restore image [12]. Rav-Acha et al. present that 
deconvoluting use two motion-blurred images are 
better than one [13]. But for out-of-focus image, 
there are less research works. Therefore, we propose 
a novel defocus image restoration method based on 
multiple images of different aperture, which contain 
blur direction weight information to suppress ringing 
and noise amplification effect. 

This paper is organized as follows: Section 2 
explains imaging theory for defocus and introduces 
the conception of sub-PSF and sub-blur-image. In 
section 3 an image restoration algorithm based on 
multiple images of different aperture is proposed. 
Section 4 shows the experimental results of the 
method proposed by this paper and the classical 
Richardson-Lucy method. Finally, a conclusion  
is drawn. 
 
 
2. Model for Defocus 
 

Consider the standard optical theory of single lens 
imaging system, the object is focused when Eq.(1) is 
satisfied where f  is focal length, u  is distance of 

the object principal, and v  is distance of the focused 
image from lens’ plane [14], [15] as shown in Fig. 1. 
When an image sensor is placed at distance 'v , 
which Eq. (1) is not satisfied, all the rays from a point 
in the scene will land on multiple sensor points 
resulting in an out-of-focus blurred image.  

 
 1 1 1

u v f
+ = , (1) 

 
The relationship between the original true object 

image ( )f x  and the output image ( )g x  of the 

system can be represented as: 
 

 ( ) ( ) ( ) ( )g x h x f x n x= ∗ + , (2) 
 
where * denotes the convolution operator, ( )h x  

denotes PSF of the system, and ( )n x  is the random 

spatial distribution of noise. 
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Fig. 1. Theory of image blur. 
 
 

PSF depends on not only the distance of object, 
but also the shape and size of the lens. Usually, the 
lens is circular and PSF can be well approximated 
with a disk function. That is, a focused point will 
defocus as a blurred circle. Further more, the blurred 
circle above is composed of numbers of points which 
is landed by rays of different direction. To represent 
it, the sub-PSF ( )lh x of direction l is introduced. PSF 

is decomposed into several sub-PSFs which is  
given by  

 
 

1

( ) ( )
n

l
l

h x h x
=

= , (3) 

 
Plug Eq.(3) into Eq.(2), we got 
 

 

1 1

( ) [ ( )] ( ) ( )
n n

l l
l l

g x h x f x g x
= =

= ∗ =  , (4) 

 

where ( )lg x  is the sub-blurred-image which 

represents the diffusion amount of direction l. 
 
 
3. Image Restoration Algorithm 
 

There is an image restoration algorithm based on 
ML estimation in literature [16], [17] using the ratio 
of the real blurred image and estimated blurred image 
to calculate the deviation. Actually, blurred image is 
convolution of sharp image and PSF. Thus the 
difference is used instead of the ratio to calculate 

prediction deviation. Let ( ) ( )ks x and ( )ˆ ( )kg x  be the 

estimate of ( )f x  and ( )g x  at iteration k , 
( 1) ( )ks x+  be the estimate of ( )f x  at iteration 

1k + . Then the sharp image can be obtained by 
iterating the following equation: 

 
 ( ) ( )( ) ( ) ( )k k

i i i

I

s x h x x g x dxΔ = − Δ , (5) 
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where 
 

 ( ) ( 1) ( )( ) ( ) ( )k k ks x s x s x+Δ = − , (6) 

 
 ( ) ( )ˆ( ) ( ) ( )k kg x g x g xΔ = − , (7) 

 
 ( ) ( )ˆ ( ) ( ) ( )k k

i i o o oI
g x h x x s x dx= − , (8) 

 
PSF can be well approximated with a disk 

function in defocus blur usually. Eq.(5) illustrates 

that the estimate sharp image difference ( ) ( )ks xΔ is 

evenly spread by the estimate blur image difference 
( ) ( )kg xΔ . In fact, as to the definition of sub-PSF, 

the diffusion of each direction is different. Thus 
prediction errors generated. In the iterative process, 
these errors will be magnified, producing ringing 
effects and noise amplification problems. In order to 
suppress above problems, the most direct and 
effective way is to take the direction difference into 

account. The difference is well characterized by the 
sub-blurred-images. It is expected that multiple sub-
blurred-images is used instead of the original single 
image to get better restoration results. At 
applications, multiple sub-blurred-images can be 
obtained by changing the aperture. 

Framework of the proposed image restoration 
method is illustrated in Fig. 2. In the iterative 
process, the estimated sharp image deviation 

( ) ( )k
ls xΔ  is computed according to each sub-PSF 

( )lh x  and the total deviation used to update the 

estimated sharp image at iteration 1k +  is the sum 
of above. The estimated sharp image deviation 

( ) ( )k
ls xΔ  has rich direction information, so the 

proposed image restoration method takes the spread 
inhomogeneity of all direction into consideration 
fully. The advantage of the method is that ringing 
effects and noise amplification problems are well 
solved meanwhile the effect of image restoration is 
guaranteed. 
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Fig. 2. Framework of multiple aperture image restoration method. 

 
 

The iterative steps of algorithm are as follows: 

1) Compute the estimated blur image ( )ˆ ( )k
l

g x  of 

each direction from Eq.(8); 
2) Compute the estimated blur image difference 

( ) ( )k
lg xΔ  from Eq.(7); 

3) Compute the estimated sharp image difference 
( ) ( )k
ls xΔ  from Eq.(5); 

4) The total estimated sharp image difference is 

the sum of ( ) ( )k
ls xΔ ; 

5) Compute the total estimated sharp image 
( 1) ( )ks x+  from Eq.(6); 

6) Iteration times not reach, return to step 1), or 
end the iteration. 
 
 

4. Experimental Result 
 

Two sample images (512×512 pixels) including 
LENA image and PCB image are selected as real 
sharp images. LENA image is a very classic sample 

image with abundant band information and PCB 
image is a real image captured with NOVEL OPTICS 
NSZ-800 type optical microscope, as shown in 
Fig. 3(a) and Fig. 3(c). The blurred image is 
generated by convolving h(x) with parameters r=9, 
we can obtain the blurred image, as shown in 
Fig. 3(b) and Fig. 3(d). We applied our method to the 
synthetic data. 

As shown in Fig. 4(a), the deviation value 
between estimated blurred image and the actual 
blurred image is not zero, which means that there are 
significant differences.  

However, according to Eq.(5), the estimated sharp 
image deviation is almost zero, as shown in Fig. 4(b). 
These result ringing effects in deblurred image as 
shown in Fig. 5(a).  

In order to suppress ringing effect, two sub-blur-
images as shown in Fig. 4(d) and Fig. 4(e) were got 
by convoluting original sharp image with two 

different sub-PSFs 1h  and 2h , where 
 

 
1 2h h h= +

, (9) 
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(a) 

 
(b) 

 
(c)  

 
(d) 

 
Fig. 3. Sample image: (a) LENA sharp image; (b) LENA blur image; (c) PCB sharp image; (d) PCB blur image. 
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Fig. 4. LENA image restoration process diagram: (a) estimated blurred image deviation; (b) estimated sharp image 

deviation; (c) PSF h and sub-PSFs h1,h2; (d) sub-blur-image of h1; (e) sub-blur-image of h2; (f)estimated blurred image 
deviation of h1; (g)estimated blurred image deviation of h2; (h) estimated sharp image deviation of multiple aperture. 

 
 

PSF h  and sub-PSFs 1h , 2h  are shown in 

Fig. 4(c). Fig. 4(f), Fig. 4(g) were corresponding 
estimated blurred image deviation which is much 
smaller than Fig. 4(a). Restored image quality is 
greatly improved as shown in Fig. 6(b). All results 
are obtained in 500 iterations. In order to analyze, the 
pixel value of images in Fig. 4(a), Fig. 4(b), Fig. 4(f), 
Fig. 4(g), Fig. 4(h) is magnified 500 times. 

Levin et al. use a coded aperture instead of 
conventional aperture to get a sharper image [9]. In 
our case, "coded PSF" is used instead of "disk PSF". 
Several sub-blur-images were got by decomposing 
"coded PSF" into several sub-PSFs from which a 
sharper image was got, as shown in Fig. 5. 

Fig. 6 demonstrates the restored images of LENA 
by classical Richardson-Lucy method (single disk 
aperture image), proposed disk multiple aperture 
method (multiple disk aperture images), Levin's 
method (single coded aperture image) and proposed 
coded multiple aperture method (multiple coded 

aperture images), as shown in Fig. 6(a) ~ Fig. 6(d). 
While our method produces a sharper image with 
smaller ringing artifacts, especially in image edge 
area, as shown in Fig. 6(e) ~ Fig. 6(h). 
 
 

 

 
(a) 

 
(b) 

 
Fig. 5. LENA image restoration process diagram: 

(a) LENA blurred image by "coded PSF"; (b) coded PSF h 
and sub-PSFs h1, h2, h3, h4, h5. 
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Peak Signal to Noise Ratio (PSNR) is used to 
evaluate the effect of image restoration. Fig. 7 and 
Fig. 8 demonstrate the relationship of image restore 
quality and iterations. In condition of same iterations, 
the multiple aperture image restoration method 
produces better result than the single aperture image 
restoration method. And with the increase in the 
iterations, the recovery results tend to stably. At this 
moment, the PSNR value of multiple aperture is 
higher than single aperture about 4 dB. 
 
 

 

(a) 
 

 

(e) 
 

 

(b)  
 

 

(f) 
 

 

(c) 
 

 

(g) 
 

 

(d)  
 

(h) 
 

Fig. 6. Comparison of deblurring algorithms with LENA: 
(a) deblurred LENA image by classical Richardson-Lucy 

method; (b) deblurred LENA image by proposed disk 
multiple aperture method; (c) deblurred LENA image by 
Levin's method; (d) deblurred LENA image by proposed 
coded multiple aperture method; (e-h) details of restored 

images with above method. 
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Fig. 7. Relationship of LENA image restore quality  
and iterations. 
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Fig. 8. Relationship of PCB image restore quality  
and iterations. 

 
 

5. Conclusions 
 

In this paper, an image restoration approach based 
on multiple images of different aperture is proposed. 
The cause of ringing effects and noise amplification 
problem is analyzed and several sub-blur-images 
with different direction information are used to 
overcome above problems. The experimental results 
showed that ringing effects and noise amplification 
problem were well suppressed and the restore quality 
was improved greatly. Future work may include the 
optimization method of combination different 
aperture according to different images. 
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