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ABSTRACT
This paper describes a multi-choice question answering sys-
tem we designed for the NTCIR-12 QA Lab[3]. This system
aims at analysing and answering world history multi-choice
questions in the Japanese National Center Test (in English).
Our system utilizes preliminary results from an information
retrieval baseline as a starting point, and improves by tak-
ing structured knowledge base as well as additional time
constraints into consideration. In the final evaluation, we
achieved 34 points on the 2011 test dataset.
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Keywords
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1. INTRODUCTION
The QALab of NTCIR-12 requires participant systems to

answer world history questions in the Japanese university
entrance exams. This task includes two separate datasets:
National Center Test and Second-stage Examinations, each
of which has both Japanese version and English version. The
former dataset only consists of multi-choice questions, and
the second one, which is usually required by some Japanese
universities after the National Center Test, consists of var-
ious types of questions, including multi-choice, slot-filling,
essay and etc. In this paper, we focus on the English ver-
sion of the National Center Test dataset.

There are in total 4 types of multi-choice questions in the
National Center Test dataset, including factoid questions,
slot-filling questions, True-or-false questions and unique ques-
tions. Factoid questions require to choose correct entities or
events with regard to the instruction. Slot-filling questions
require a system to fill in the blanks in a given context, which
is usually several paragraphs of words providing background
information about a historical entity, event or a certain pe-
riod. True-or-false questions will provide several statements
about a given topic, and a system is expected to choose cor-
rect or wrong statements. Unique questions are the ones

that can not be included in previous 3 types, and usually
have various forms. For example, a system may need to
choose a sequence of events which occur in a chronological
order, or a system is required to answer questions according
to a given picture.

The questions in this task are not self-contained. The
context information provided to each question is not enough
to induce the right answer and participant systems are al-
lowed to utilize whatever external knowledge sources to facil-
itate their question answering process. The organizer of this
task also provide some useful knowledge sources: Wikipedia
world history articles, annotated Japanese high school text-
books, and a world history ontology. However, the textbooks
are only provided in Japanese and only a fraction of the on-
tology is translated into English (semi-automated). So we
can only use the Wikipedia articles and the translated frac-
tion of the world history ontology in our system.

The rest of this paper is organized into 3 sections. We
describe our system architecture in Section 2. We show some
experimental results of our system in Section 3. Finally, we
draw a conclusion in Section 4.

2. SYSTEM ARCHITECTURE

2.1 Overview
We consider multi-choice question answering as a multi-

true-or-false problem. To be specific, we first preprocess the
data and convert each option of a question into one or two
assertions by combining the option, question instruction and
the corresponding context. Then we use our information
retrieval module to give each assertion a confidence score
indicating to what extent this assertion is true. After that,
we use knowledge base information to rerank the assertions.
The top ranked assertion is our finally choice. Additionally,
we treat chronological sequence questions as a special case
by going through a time constraint module.

2.2 Preprocessing
The preprocessing module aims at converting each option

of a question into its corresponding assertion. To achieve
this, we first use hand-crafted rules to classify each ques-
tion into several predefined types. Then, we apply different
rules/patterns for each question type to generate the result
assertion. Finally, we induce the polarity of each question,
indicating whether we should pick the most plausible or most
implausible assertion as our final choice.
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Figure 1: System Overview

2.2.1 Question Type Classification
In this evaluation, we consider 5 question types, and ig-

nore other types (especially, those highly relying on fig-
ure/image analysis). Since the data is well structured in
XML format, we can therefore utilize structure information
to determine question type.

• Slot-filling: Almost all slot-filling questions will men-
tion the blanks it requires to fill in the question instruc-
tion. So we can simply detect whether there exists at
least one blank reference in the question instruction to
decide whether it belongs to this type.

• Double True-or-false (two sentences): This is different
from vanilla True-or-false questions in that it displays
two sentences in the question instruction, and asks a
system to judge the correctness of both of these sen-
tences. The options are ”Correct, Correct”, ”Correct,
Incorrect” and so on. This kind of questions has an
question data section which contains the two asser-
tions in a form of list. Therefore, if there are exactly
two items in the question data list, then we will classify
it as Double True-or-false question.

• Chronological Sequence: In this type, a system is asked
to arrange several historical events in a chronological
order (starting from the oldest one). This kind of ques-
tions often display all events in the question data sec-
tion in a form of list. Therefore, we classify questions
whose question data section has a list containing more
than 2 items as this type. Additionally, we also detect
” - ” pattern (space-hyphen-space, used as a separator
of entries to be ranked) in the option. If there are at
least two of this patterns in each option, then we also
classify this question as Chronological Sequence type.

• True-or-false: In this type, options are in a form of
assertions and a system is required to pick out the
correct or incorrect one. We classify a question into
this type if it does not belong to the previous 3 types,

and it has at least 5 words. The 5-word limitation is
chosen empirically and works well in practice.

• Factoid Term: In this type, options are entities or his-
torical events. We need to find the correct one with re-
spect to the question instruction. If a sentence doesn’t
belong to any of the 4 types above, then it is classified
into this type.

2.2.2 Assertion Generation
The assertion generation process is purely rule-based. Note

that we don’t generate assertions for chronological sequence
questions, which will be treated specially in Section 2.5.

• Slot-filling: We fill the blanks with the option, and
then choose the sentence that contains the filled blanks
as assertion.

• Double True-or-false (two sentences): We generate two
assertions for this type, each with one of the two sen-
tences.

• True-or-false: We simply use the raw sentence as the
assertion.

• Factoid Term: If the question instruction refers to an
underlined sentence in the context, then we concate-
nate the underlined sentence, the instruction, and the
option to form the assertion. Otherwise, we only con-
catenate the instruction and the option to form the
assertion.

Note that the generated assertion may not be a valid sen-
tence. Therefore, syntactic analysis may not be suitable for
them.

2.2.3 Question Polarity
Some questions ask a system to pick the correct sentence

from all options, while the others ask a system to pick the
incorrect one. Therefore, to make the final option choice,
we need to get the polarity of each question.

Following [4], we also use a rule-based method to decide
the polarity. We detect the following phrases in the question
instruction: that incorrectly, that was not, incorrect sen-
tence, wrong sentence, is incorrect, is wrong, incorrectly de-
scribes, contains a mistake. If at least one of these phrases
is found, then we will consider the polarity of this question
as negative. In other words, for these negative questions, we
will pick the assertion with lowest score as our final choice.

2.3 Information Retrieval Method
The basic score of each assertion is obtained by an infor-

mation retrieval method. Instead of using the world history
part of Wikipedia articles only, we utilize the full Wikipedia
dump to obtain more comprehensive information. We apply
Lucene to index each sentence in the dump and use a stan-
dard analyzer to generate tokens to be indexed. We use the
assertion as query, and collect the highest score of returned
sentence as the score of each assertion.

2.4 Knowledge Base Method
We use Freebase as our structured knowledge base, and

Illinois Wikifier[2] to identify entities in the assertion. Since
Illinois Wikifier gives Wikipedia ID as result, we use \wikipedia\en id
predicate in Freebase to match Wikipedia ID to Freebase
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Feature Description
bi-score number of Freebase connections be-

tween entities of question side and an-
swer side, divided by the minimum
number of entities of either side

assertion-score number of Freebase connections among
entities within assertion, divided by the
number entities in the assertion

question-entity number of entities in the question in-
struction

option-entity number of entities in the option
assertion-entity number of entities in the assertion
option-len number of words in the option
assertion-len number of words in the assertion
is-sentence the option is a sentence or not
is-slot the question is a slot filling question or

not
is-term the question is a factoid-term question

or not

Table 1: Features used in GBDT. Question side entities
include entities in the question instruction, and entities of
the underlined sentence that this question refers. Answer
side entities are those entities in the assertion.

mid. And we also filter out entity mentions that are con-
tained by another entity to reduce noises. After that, we
draw two statistical features with respect to the connection
between these entities in Freebase (see the first two features
in Table 1).

To further calibrate the score generated by information-
retrieval method, we employ the learning-to-rank paradigm.
To be specific, given a question with k options, we collect
all pairs of options as training data. In each pair, if the first
option is true and the second option is false, then its class
is true (the first option is better than the second one). Oth-
erwise, its class is false. We use gradient boosting decision
tree (GBDT) as the classifier, and the features are shown
in Table 1. Note that all the features are collected for both
options, and an additional set of features are generated by
doing subtraction operation between the feature sets of the
first option and the second option (except for the last 3 fea-
tures). During prediction phase, for each option, we count
how many options are predicted worse than the given option
and use the count as its finally score.

2.5 Time Constraint
Time information is used to solve chronological sequence

questions, which usually first list some historical events, and
then ask a system to rank them in a chronological order.

We first collect all the historical events and entities that
have corresponding time span information in the English
version of the Word-History Ontology (only a fraction of
full Japanese version). Then we perform string matching
of these events and entities using Illinois Wikifier to detect
historical event or entity mentions. For each event or entity,
we use their starting time to rank them. For those entities
or events that do not have time information in the ontology,
we go the their Wikipedia page and use hand-crafted rules
to extract their starting time from the Wikipedia’s infobox.
Additionally, we also use regular expressions to detect time
mentions in colons of each entry, and simply use this as its

Method Precision
Gradient Boost Decision Tree (GBDT) 51.0
Pure Information Retrieval (IR) 49.5

Table 2: Comparison of GBDT and IR method.

time if detected. If an entry has more than one detected
entities or events, we simply use the first entity to rank.

3. EXPERIMENTS

3.1 Experimental Setup
We use 1997, 2001, 2003, 2005, 2007, 2009 National Cen-

ter Test dataset for training, and abandon those questions
highly rely on figure/image processing. During training, we
use cross validation and grid search to select parameters.
And cross validation is performed by taking each year for
validation one by one.

We use the sklearn[1] implementation of GBDT. As for
parameters, we use 10 estimators, learning rate of 0.1, max-
imum depth of 3 for individual regression estimators.

3.2 Main Results
To show how our GBDT method improves information

retrieval scores, we compare the cross validation result of
a GBDT method with the result of our pure information-
retrieval method. As seen in Table 2, the GBDT method
improves the overall precision by 1.5 points.

As for chronological sequence questions, there are actu-
ally only 3 such questions in the training data. Therefore,
we manually analyzed the performance of our method on
these three questions. Our method performs well on 1997
Q10 and 2007 Q33 but fails on 2003 Q41. The time in-
formation mainly comes from Wikipedia in 1997 Q10, and
mainly comes from ontology in 2007 Q33. Since we are un-
able to detect enough useful entity or event mentions in 2003
Q41, our method failed on that question.

In the test phase of NTCIR-12 QALab (phase 3), the 2011
National Center Test is used. Our system achieved 34 points
(precision of 33.3%) and ranked the 3rd place. Among the 3
chronological sequence question/sentence , our system cor-
rectly solved one of them. The failure on the other two
questions are caused by the reason that we can’t detect use-
ful entity or event mentions for some entries, and some de-
tected mentions don’t have time information in Wikipedia
or ontology.

4. CONCLUSION
We described our system at the NTCIR-12 QA-Lab Task

in this paper. Our system use GBDT classifier to combine
the result of information retrieval method and the infor-
mation of knowledge base. We also utilize time informa-
tion of entities and events from world history ontology and
Wikipedia to solve chronological sequence questions. The
system achieved 34 points (precision of 33.3%) in the 2011
Center Test tasks, and our team ranked the 3rd place in the
final evaluation.

To get further improvement, we plan to explore better
methods to utilize structured knowledge base, build stronger
entity and event linking tool, and find more resources to
supply time information for historical events and entities.
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