
Microelectronics Reliability 52 (2012) 628–634

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by CiteSeerX
Contents lists available at SciVerse ScienceDirect

Microelectronics Reliability

journal homepage: www.elsevier .com/locate /microrel
Review

Emerging memory technologies: Trends, challenges, and modeling methods

A. Makarov ⇑, V. Sverdlov, S. Selberherr
Institute for Microelectronics, TU Wien, Gußhausstraße 27-29, A-1040 Vienna, Austria

a r t i c l e i n f o a b s t r a c t
Article history:
Received 19 October 2011
Accepted 20 October 2011
Available online 16 November 2011
0026-2714/$ - see front matter � 2011 Elsevier Ltd. A
doi:10.1016/j.microrel.2011.10.020

⇑ Corresponding author.
E-mail address: makarov@iue.tuwien.ac.at (A. Mak
In this paper we analyze the possibility of creating a universal non-volatile memory in a near future.
Unlike DRAM and flash memories a new universal memory should not require electric charge storing,
but alternative principles of information storage. For the successful application a new universal memory
must also exhibit low operating voltages, low power consumption, high operation speed, long retention
time, high endurance, and a simple structure. Several alternative principles of information storage are
reviewed. We discuss different memory technologies based on these principles, highlight the most prom-
ising candidates for future universal memory, make an overview of the current state-of-the-art of these
technologies, and outline future trends and possible challenges by modeling the switching process.
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1. Introduction

In modern microelectronic devices the dominant memory types
are DRAM, static RAM, and flash memory. These types of memory
store data as a charge state. For many decades these memory tech-
nologies have been successfully scaled down to achieve higher
speed and increased density of memory chips at lower bit cost [1].
However, memories based on charge storage are gradually
approaching the physical limits of scalability and conceptually
new types of memories based on a different storage principle are
ll rights reserved.

arov).
gaining momentum. Apart from good scalability a new type of mem-
ory must also exhibit low operating voltages, low power consump-
tion, high operation speed, long retention time, high endurance,
and a simple structure [2]. In addition, non-volatility is highly desir-
able to preserve the data when the power is off.

Alternative principles of information storage include the resis-
tive switching phenomenon in insulators, the effect of changing
the magnetoresistance, the domain wall motion along magnetic
racetracks, the ferroelectric effect, and others. Some of the technol-
ogies based on these new storage principle are already available as
product (such as phase change RAM (PCRAM), magnetoresistive
RAM (MRAM), and ferroelectric RAM (FeRAM)), others only as pro-
totype (such as carbon nanotube RAM (CNRAM), copper bridge
RAM (CBRAM), spin-torque transfer RAM (STTRAM, STT-MRAM),
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Fig. 2. Contour plot of the hole distribution in a 12.5 nm long MOSFET channel for
the low current state. The concentration is appropriately small. Due to quantum
effect, the centroid of the hole concentration is also in the low current state at a
certain distance from the gates.
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and resistive RAM (RRAM)), while racetrack memory is available
only as a memory concept.

From these technologies two of the most promising candidates
for future universal memory are STTRAM and Redox Resistive RAM.
Currently, STTRAM, RRAM and CBRAM have been demonstrated on
64 Mb [3], 4 Mb [4,5] test chips, respectively. These technologies
would be manufacturable within 5–10 years [6].

First we briefly review the nearest future of DRAM technology,
including ZRAM as a potential replacement of DRAM. Then we out-
line the possibility of creating a universal non-volatile memory
based on resistance change and spin, the current state of these
technologies, trends and challenges, and demonstrate modeling
approaches.

2. DRAM technology

Although a new cell structure for DRAM has been developed by
industry to overcome the scaling challenges at 30 nm, future size
reduction below 20 nm is facing physical limitations and a process
complexity resulting in high manufacturing cost. DRAM with ver-
tical gate type transistors was introduced in order to resolve the
critical scaling problems, but it is not easy to reduce the size of
the cell capacitance for the 20 nm technology node [1]. A DRAM
memory cell based on a transistor alone technology could solve
this problem. The ultimate advantage of this new concept is that
it does not require a capacitor, and, in contrast to traditional 1T/
1C DRAM cells, it thus represents a 1T/0C cell name ZRAM (zero-
capacitance RAM).

2.1. ZRAM

The concept of a DRAM memory cell based on a transistor alone
was introduced already a decade ago [7–14]. The functionality of
the first generation ZRAM is based on the possibility to store major-
ity carriers in the floating body. The carriers are generated by im-
pact ionization caused by the minority carriers close to the drain.
The threshold voltage is modified because of the charge accumu-
lated in the body thus guaranteeing the two states of a MOSFET
channel, open and close, for a gate voltage chosen between the
two thresholds.

The idea of the second generation ZRAM is to exploit the prop-
erties of the bipolar transistor [15], allowing to expand the ZRAM
applicability to such advanced non-planar devices as FinFETs, mul-
Fig. 1. Contour plot of the hole distribution in a 12.5 nm long MOSFET channel for
the high current state. Close to the gates the hole concentration is high. Due to
quantum effect, the centroid of the hole concentration is at a certain distance from
the gates.
ti-gate FETs and gate-all-around FETs. Contrary to the first genera-
tion, the current is flowing through the body of the structure. This
increases the value of current by roughly the ratio of the fin radius
to the surface layer thickness. The majority carriers are generated
due to impact ionization. They are stored under the gate at the sil-
icon/silicon dioxide interface. The stored charge provides good
control over the bipolar current, in contrast to the first generation
ZRAM, where the charge is stored in the area close to the buried
oxide.

In [17] it is demonstrated that the programming window, which
is formed by the two current values and the two gate voltage val-
ues when switching appears, is sufficiently large for stable ZRAM
operation on 50 nm double-gate transistors. Simulations of a dou-
ble-gate structure with the gate length as short as 12.5 nm gate
were also performed. Excess hole concentrations in the open and
close states corresponding to the large and low values of the cur-
rent are shown in Figs. 1 and 2, respectively.

While keeping all advantages of the first ZRAM generation, the
most recent generation of ZRAM cells [15] is characterized by a sig-
nificantly enlarged programming window and much longer reten-
tion times. Recently, a 128 Mb floating body RAM was designed
and developed [14].

The use of vertical gate-all around transistors extends the ZRAM
roadmap to future generations. One disadvantage of the ZRAM cell
is the relatively high operating voltage needed to ignite impact ion-
ization. To reduce the operating voltage, a new concept of a 1T/0C
cell was recently proposed [16].
3. Resistive change based memory

Resistive change memory possesses the simplest structure in the
form of metal–insulator–metal (MIM). The electrical conductance
of the insulator can be set at different levels by the application of
an electric field and this phenomenon can be used in memory de-
vices. The state with high resistance (HRS) can mean logical 1 and
the state with low resistance (LRS) can mean logical 0, or vice versa
depending on the technology. The resistive switching phenomenon
is either bipolar or unipolar, based on the polarity of the SET and
RESET processes. The switching operation is called bipolar, when
the SET to LRS occurs at one voltage polarity and the RESET to the
HRS on the reversed voltage polarity. The switching operation is
called unipolar, when the switching procedure does not depend
on the polarity of the write voltage.
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Resistive switching phenomena is observed in different types of
insulators, such as metal oxides, perovskite oxides, chalcogenide
materials and others. Three technologies of memory, CBRAM,
PCRAM, and RRAM, are based on the resistive switching.

3.1. CBRAM, PCRAM, and RRAM

CBRAM, also called in the literature as memory with an Electro-
chemical Metallization (ECM) cell or a Programmable Metallization
Cell (PMC), is based on solid state electrolyte in which mobile me-
tal ions can create a conductive bridge between the two electrodes
under the influence of an electric field. The source of mobile metal
ions is one of the electrodes, which is made from an electrochem-
ically active metal, such as Ag, Cu, or Ni. Electrochemically inert
metals, such as Pt, Ir, W, or Au are used for the second electrode
[18].

PCRAM employs the difference in resistivity between crystalline
and amorphous phases of a chalcogenide compound [19].

RRAM is based on metal oxides, such as NiO [20], CuxO [21],
TiOx [22–25], HfO2 [26], ZnO [27], WOx [28], on the heterostructure
of metal oxides, such as AlOx/TiOx [29], and perovskite oxides, such
as doped SrTiO3 [30], Pr1�xCaxMnO3 [31], doped SrZrO3 [32].

The concepts of RRAM shown by NDL [28] and Samsung [29]
have already surpassed the scaling limit of charge-based storage
memories [33]. Despite this, a proper fundamental understanding
of the RRAM switching mechanism is still missing, hindering fur-
ther development of this type of memory. First and foremost, one
needs a better understanding and control of physical SET/RESET
processes through development of accurate models [6].

In the literature several physical mechanisms/models based on
either electron or ion switching have been suggested for the expla-
nation of resistive switching in perovskite oxides [34–38], in metal
oxides with bipolar [37,39–42] and unipolar behavior [43], and
metal oxides with heterostructure [44]. Because bipolar switching
shows a higher potential to implement a cost-effective multi-
stacking cell as well as more stable cell operation [1], we briefly
discuss modeling approaches to bipolar oxide based RRAM.

3.2. Monte Carlo modeling of RRAM

One of the first models of resistive switching proposed was a
domain based model [39]. The insulating medium contains metal-
lic domains, which inexplicitly correspond to charge traps in
the real system such as dopants, vacancies, metallic clusters, and
nanodomains. It is assumed in this model that there are just three
types of domain. The top and bottom domains are taken to be
smaller than the middle one. This differentiation might be justified
LRS

HRS

vacancy occupied by electronoxygen vacancy

ion of oxygen vacancy annihilated by ion of oxygen

Metal-Oxide Layer 

Metal-Oxide Layer 

vacancy annihilationcurrent electrons

Fig. 3. Schematic illustration of the conducting filament in the low resistance state
(top) and the high resistance state (bottom).
by the different electronic states close to the interfaces of the metal
electrodes. Electrons move around by hopping between domains as
well as between a domain and an electrode only, when there an
external voltage is applied. Resistive switching is explained on
the basis of the filling and desolating these domains.

In [40] the resistive switching behavior is associated with the
formation and rupture of a conductive filament (CF). The CF is
formed by localized oxygen vacancies Vo. The conduction is due to
electron hopping between these Vo. Rupture of a CF is due to a redox
reaction in the oxide layer under a voltage bias (Fig. 3). In [40] the
system in LRS is modeled: rupture of the CF is possible after a for-
mation of a depleted region with low electron occupation.

In [41] the temperature dependence of the site occupations in
the low occupation region was analyzed. The results indicate that
the decrease in switching time with increasing temperature
reported in [40] may stem from the increased mobility of oxide
ions rather than from the reduction in occupations of Vo in the
low occupation region. These results demonstrated the necessity
to include the dynamics of oxygen ions. For modeling the resistive
switching by Monte Carlo techniques the dynamics of oxygen ions
(O2�) and electrons in an oxide layer in this work was described as
follows:

� formation of Vo by O2� moving to an interstitial position;
� annihilation of Vo by moving O2� to Vo;
� an electron hop into Vo from an electrode;
� an electron hop from Vo to an electrode;
� an electron hop between two Vo.

The hopping rates for electrons are modeled as [45]:

Cnm ¼ Ae �
DE

�h � ð1� expð�DE=kbTÞÞ � expð�Rnm=aÞ: ð1Þ

Here, �h is the Planck constant, Ae is a dimensionless coefficient, DE
is the difference between the energies of an electron positioned at
sites n and m, Rnm is the hopping distance, a is the localization
radius, T is the temperature, kb is the Boltzmann constant.

To describe the motion of ions the ion rates are chosen similar
to (1):

C0n ¼ Ai �
DE

�h � ð1� expð�DE=KbTÞÞ : ð2Þ
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Fig. 4. Current–voltage curves during the reset process. The lines are measured
result from [40]. The symbols are obtained from the model [41].
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Because moving of an ion is allowed only at the nearest sites, a
distance-dependent term is incorporated in Ai. DE includes the for-
mation energy for the mth Vo/annihilation energy of the mth Vo,
when O2� is moving to an interstitial or back to Vo, respectively.

Results of simulations obtained with the model [41] are shown
in Figs. 4 and 5. Fig. 4 shows the RESET process for a single CF,
which is in good agreement with the measurements from [40].

Fig. 5 shows the RRAM switching hysteresis cycle. The simu-
lated cycle is in agreement with the experimental cycle from [27]
shown in the inset of Fig. 5. The interpretation of the RRAM hyster-
esis cycle obtained from the stochastic model is as follows. If a po-
sitive voltage is applied, the formation of a CF begins, when the
voltage reaches a critical value sufficient to create Vo by moving
O2� to an interstitial position. The formation of the CF leads to a
sharp increase in the current (Fig. 5, Segment 1) signifying a tran-
sition to a state with low resistance. When a reverse negative volt-
age is then applied, the current increases linearly, until the applied
voltage reaches the value at which an annihilation of Vo is triggered
by means of moving O2� to Vo. The CF is ruptured and the current
decreases (Fig. 5, Segment 3). This is the transition to a state with
high resistance.
B B
4. Magnetic memory technology

Magnetic memory technologies include such types of memories
as MRAM, STT-MRAM, and racetrack memory. Racetrack memory
[46] is currently available only as a concept. We focus our attention
on MRAM and STT-MRAM in the following.
Pinned layer

Free layer

Spacer layer

A

Spacer layer

Pinned layer

Pinned layer

Spacer layer

A

Spacer layer

Pinned layer

Fig. 7. Schematic illustration of the penta-layer MTJ with monolithic (left) and
composite free layer (right).
4.1. MRAM and STT-MRAM

The basic element of an MRAM is a magnetic tunnel junction
(MTJ), a sandwich of two magnetic layers separated by a thin non-
magnetic spacer (Fig. 6). While the magnetization of the pinned
layer is fixed due to the fabrication process, the magnetization direc-
tion of the free layer can be switched between the two states parallel
and anti-parallel to the fixed magnetization direction. Switching in
MRAM is performed by applying a magnetic field. In contrast to
field-driven MRAM, STT-MRAM does not require an external mag-
netic field. Switching between the two states occurs due to the
spin-polarized current flowing through the MTJ. The spin-polarized
current is only a fraction of the total charge current. Therefore, high
current densities are required to switch the magnetization direction
of the free layer. These densities are, however, one to two orders of
)

magnitude lower than those needed for the current-induced domain
wall motion in racetrack memory [46]. This makes the STT-MRAM
technology attractive for applications, including recently proposed
domain wall motion by the field-like component of the spin torque
[47].

Different options of MTJ are available: three-layer with in-plane
magnetization of the free layer (in-plane MTJ) [48–51], in-plane
penta-layer MTJ [52], three-layer MTJ with perpendicular magneti-
zation [53]. Perpendicular MTJs with interface-induced anisotropy
show good potential, but still require reducing damping and
increasing thermal stability [54].

The reduction of the current density required for switching and
the increase of the switching speed are the most important chal-
lenges in this area [55]. Several strategies have been proposed to
decrease the switching time below a few nanoseconds: pre-charg-
ing with a bias current [56], by combining a spin-polarized current
together with a small radio frequency field [57], and by applying a
magnetic field perpendicular to the magnetization direction [58].

Measurements [52] showed a decrease in the critical current
density for a penta-layer magnetic tunnel junction with the two
pinned magnetic layers in anti-parallel configuration (Fig. 7, left)
compared to the three-layer MTJ. Theoretical predictions showed
a decrease of the switching time in penta-layer structures with an
increase of the out-of-plane component of the magnetostatic field
[59]. An even more pronounced decrease of the switching current
density was recently reported in a penta-layer structure with a
composite free layer (Fig. 7, right) [60].
4.2. Penta-layer STT-MRAM modeling

A penta-layer structure was investigated theoretically [61] by
using the ballistic Green’s Function formalism combined with the
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soft magnetic layer dynamics based on the Landau–Lifshitz–Gilbert
(LLG) equation. A spin torque enhancement was found in the anti-
parallel penta-layers (the magnetizations of the two fixed layers
are anti-parallel) as compared to the three-layer structure. This
enhancement manifests itself only under dual barrier resonance
tunneling conditions, when the current is high. At the same time,
the aligned penta-layer configuration, when the magnetizations
of the two fixed layers are parallel to each other, was found to have
a fairly low spin torque efficiency and, as a consequence, it
demands high switching currents [61]. Similar conclusions were
obtained under the assumptions made in [62]. It follows that in
the anti-parallel configuration of the fixed layers the spin currents
from either of the pinned layers exert torques on the free magnetic
layer in the same direction (full torque is the sum of the individual
torques), while in the parallel configurations the torques are in
opposite directions (full torque is the difference of the individual
torques). The use of the model [62] is justified in structures with
a free ferromagnetic layer thickness of a few nanometers. Indeed,
the electron spins become aligned with the magnetization of the
free layer at a distance approximately 1 nm away from the
interface.

The micromagnetic simulations are based on the magnetization
dynamics described by the LLG equation:

dm
dt
¼ � c

1þ a2 � ððm� heff Þ þ a � ½m� ðm� heff Þ� þ
glBj

ecMsd
� ðg1ðH1Þ � ða � ðm� p1Þ � ½m� ðm� p1Þ�Þ � g2ðH2Þ
� ða � ðm� p2Þ � ½m� ðm� p2Þ�ÞÞÞ:

Here c is the gyromagnetic ratio, a is the Gilbert damping parame-
ter, g is the gyromagnetic splitting factor, lB is Bohrs magneton, j is
the current density, e is the electron charge, d is the thickness of the
free layer, m = M/Ms is the position dependent normalized vector of
the magnetization in the free layer, p1 = Mp1/Msp1 and p2 = Mp2/Msp2

are the normalized magnetizations in the first and second pinned
layers, respectively. Ms, Msp1, and Msp2 are the saturation magneti-
zations of the free layer, the first pinned layer, and the second pin-
ned layer, correspondingly. Slonczewski’s expressions are used for
the MTJ with a metal layer [63]

g2ðHÞ ¼ ½�4þ ð1þ gÞ3ð3þ cosðHÞÞ=4g3=2��1
; ð4Þ

and with a dielectric layer [64]

g1ðHÞ ¼ 0:5 � g½1þ g2 � cosðHÞ��1 ð5Þ

between the ferromagnetic contacts, respectively. In the penta-
layer structure the two spin torques are acting independently on
the two opposite interfaces of the free ferromagnetic layer, pro-
vided its thickness is larger than the scale on which the electron
spins entering into the ferromagnet become aligned to the ferro-
magnets’ magnetization. The local effective field is calculated as:

heff ¼ hext þ hani þ hexch þ hdemag þ hth þ hamp þ hms: ð6Þ

Here, hext is external field, hani is anisotropic field, hexch is a exchange
field, hdemag is a demagnetizing field, hth is a thermal field, hamp is the
Ampere field, and hms is the magnetostatic coupling between the
pinned layers and the free layer.

In the uniaxial anisotropy case the anisotropic field is [65]:

hani ¼
2K1

l0Ms
ðm � uÞu; ð7Þ

while for the cubic anisotropy it is calculated as:

hani ¼ �
2D

l0Ms
m: ð8Þ
Here, D is the diagonal matrix with entries

D11 ¼ K1 m2
y þm2

z

� �
þ K2m2

ym2
z ; ð9Þ

D22 ¼ K1 m2
x þm2

z

� �
þ K2m2

x m2
z ; ð10Þ

D33 ¼ K1 m2
x þm2

y

� �
þ K2m2

x m2
y ; ð11Þ

K1 and K2 are the material-dependent anisotropy coefficients, u is
the easy axis, l0 is the magnetic constant.

The exchange field is calculated as [65]:

hexch ¼
2A

l0Ms

X
j

ððmj �mÞ=jrjj2Þ: ð12Þ

Here, A is the exchange constant.
For calculating the demagnetization field the method proposed

in [66,67] is used.
The thermal field is calculated as [68]:

hth ¼ r �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a

1þ a2 �
2kBT

cDVDtMs

s
: ð13Þ

Here, r is a Gaussian random uncorrelated function, kB is the Boltz-
mann constant, DV is the volume of cell, Dt is the time step.

The eddy currents field is [69]:

hamp;i ¼
X

j¼1...N

Jj

4p
�
Z

j

ri � rj

r3 dv : ð14Þ

Here, Jj is the current induced on every cell (j:1. . .N).
In [60] the structure CoFe/spacer (1 nm)/Py (4 nm)/spacer

(1 nm)/ CoFe (Py is Ni81Fe19) with an elliptical cross-section (major
axes 90 nm and 35 nm, correspondingly) is investigated. The sys-
tem with a composite ferromagnetic layer is obtained by removing
a central stripe of 5 nm width from the monolithic free layer.

Fig. 8 shows a substantial decrease of the switching time in the
penta-layer structure with the composite free layer for the same
current density j = 10 MA/cm2. The magnetostatic field hms causes
the magnetization to tilt out of the x–y plane. The non-zero angle
between the fixed magnetization and the magnetization in the free
layer results in an enhanced spin transfer torque, when the current
starts flowing. In the case of the monolithic structure, however, the
torque remains marginal in the central region, where the magneti-
zation is along the x axis. As the amplitude of the end domains pre-
cession increases, the central region experiences almost no spin
for a pinned layer thickness of 15 nm.
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torque and preserves its initial orientation along the x axis, thus
preventing the whole layer from alternating its magnetization ori-
entation. This is, however, not the case, when the central region is
removed in the composite structure and the end domains become
virtually independent. Fig. 9 demonstrates a substantial decrease
of the switching time in the penta-layer structure with the com-
posite free layer, for the same current density, as a function of
the thickness of the pinned ferromagnetic layers. Due to the
removal of the central region which represented the bottleneck
for switching in the monolithic structure the shape anisotropy
energy is decreased. However, its value is still sufficiently large
for guaranteeing the thermal stability at operation conditions
[52]. Larger torque allows to use a lower current density for
switching as shown in Fig. 10.

5. Conclusions

Because charge-based memory scaling will be at risk as technol-
ogy scales down to 20 nm, conceptually new types of memories
based on a different storage principle are gaining momentum. A
DRAM memory cell based on a transistor alone was introduced in
order to resolve the critical scaling problems, but this technology
is still volatile and can not be used for universal memory. We dem-
onstrated that STT-MRAM and RRAM are the most promising candi-
dates for future universal memory. In particular, RRAM cells have
already surpassed the scaling limits of charge-based storage memo-
ries. Despite this, a proper fundamental understanding of the RRAM
switching mechanism is still missing hindering further develop-
ment of this type of memory. Therefore, a better understanding
and control of physical SET/RESET processes through development
of accurate models is urgently needed. The current challenge for
the STT-MRAM technology is to reduce the switching current den-
sity. Perpendicular MTJs with interface-induced anisotropy show
potential, but still require reducing damping and increasing thermal
stability. Material and structure optimization through accurate
modeling and simulations is a key ingredient in successful designing
of future memory cells with low power consumption.
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