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We propose an access control scheme in cognitive radio networks with prioritized Secondary Users (SUs). Considering the different
types of data in the networks, the SU packets in the system are divided into SU1 packets with higher priority and SU2 packets with
lower priority. In order to control the access of the SU2 packets (including the new arrival SU2 packets and the interrupted SU2
packets), a dynamic access threshold is set. By building a discrete-time queueing model and constructing a three-dimensional
Markov chain with the number of the three types of packets in the system, we derive some performance measures of the two
types of the SU packets. Then, with numerical results, we show the change trends for the different performance measures. At last,
considering the tradeoff between the throughput and the average delay of the SU2 packets, we build a net benefit function to make
optimization for the access threshold.

1. Introduction

In conventional cognitive radio networks, two types of users,
namely, Primary Users (PUs) and Secondary Users (SUs),
share the spectrum resource in the system. The SUs can
occupy the spectrum when the spectrum is not occupied by
the PUs. The PUs have higher priority than the SUs and the
PUs can interrupt the transmission of the SUs to take over the
spectrum [1]. Most of existing researches for cognitive radio
networks were studied under the assumption of single type of
SUs [2–4]. However, in practical networks, there are different
types of data in the system. So, it is necessary to consider the
different types and prioritization among the SUs in cognitive
radio networks.

In recent years, some researches began to focus on the
performance analysis of the cognitive radio networks with
prioritized SUs.

Lee et al. considered a cognitive radio network with three
types of calls, namely, PU call, SU1 call, and SU2 call, in the
system [5]. They denoted the high priority and the low
priority SU calls as SU1 calls and SU2 calls. By building a con-
tinuous-time Markov chain and applying the Gauss-Seidel
method, they gave the steady-state probability distribution
of the system. Moreover, they presented some performance

measures, such as the blocking rate and the throughput of the
SU2 call.

Zhang et al. analyzed the transmission delay of priority-
based SUs in the opportunistic spectrum access (OSA) based
cognitive radio networks [6]. By employing a preemptive
resume priority (PRP) M/M/1 queuing model, they derived
some performance measures, such as the transmission delay
of the interrupted SUs with each priority level and the overall
transmission delay of the interrupted SUs.

Zhao and Yue considered cognitive radio networks with
multiple SUs [7]. A nonpreemptive priority scheme for the
SU packets with higher priority was proposed and compared
with the preemptive priority scheme. By constructing and
analyzing a three-dimensional Markov chain, they derived
the expression for the interrupted rate of the two types of SU
packets, respectively.

However, the above researches about cognitive radio net-
workswith prioritized SUs did not consider the access control
for the SU packets with lower priority. In cognitive radio
network, larger number of SU packets with lower priority
which access the system without any restriction will disturb
the transmission of the PUs and the SUs with higher priority.
So, it is necessary to control the access of the SU packets
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with lower priority reasonably. In this paper, we consider
setting an access threshold for the SU packets with lower
priority (called SU2 packets) to control the access of the SU2
packets. Specially, we also make optimization for the access
threshold, while the optimization research was not shown
up in [5–7].

On the other hand, we can find that the researches
about cognitive radio networks with priority SUs mentioned
above were analyzed by using continuous-timemodels. How-
ever, considering the digital nature of model networks, the
discrete-time models are more suitable when analyzing the
system performance of the networks [8]. So, in this paper, we
evaluate the system performance of the proposed cognitive
radio networks with the discrete-time queueing analysis.
By building a discrete-time queueing model with multiple
priority levels, we construct a three-dimensional Markov
chain and give the transition probabilitymatrix of theMarkov
chain. Then with the obtained steady-state distribution, we
derive some performance measures of the system. At last, we
make optimization for the access threshold by building a net
benefit function.

The remainder of this paper is organized as follows. The
system model with model assumption and model analysis
is demonstrated in Section 2. In Section 3, different perfor-
mance measures for the SU1 packets and the SU2 packets
are derived, respectively. In Section 4, numerical results for
different performance measures are shown. Considering the
tradeoff between different performance measures, the opti-
mization for the access threshold is given in Section 5. Finally,
conclusions are drawn in Section 6.

2. System Model

2.1. Model Assumption. We focus on a cognitive radio net-
work with a single channel. The PU packets have higher pri-
ority to occupy the channel than the SUpackets.There are two
types of SUpackets, namely, SU1 packets and SU2 packets.We
assume that the SU1 packets have higher priority than the SU2
packets. That is to say, the PU packets have the highest prior-
ity, and the SU2packets have the lowest priority.ThePUpack-
ets can interrupt the transmission of the SU1 packets and the
SU2 packets, while the SU1 packets can interrupt the trans-
mission of the SU2 packets.

In order to reduce the latency of the PU packets and the
SU1 packets, no buffers are set for the PU packets and the SU1
packets.

When a PU packet arrives at the system, if the channel
is occupied by another PU packet, this newly arriving PU
packet will leave the system to find another available channel
directly. If the channel is occupied by an SU packet (an SU1
packet or an SU2 packet), this newly arriving PU packet will
interrupt the transmission of the SU packet and occupy the
channel.

When an SU1 packet arrives at the system, if the channel is
occupied by a PU packet or an SU1 packet, this newly arriving
SU1 packet will also leave the system to find another available
channel. If the channel is occupied by an SU2 packet, this
newly arriving SU1 packet will interrupt the transmission of
the SU2 packet and occupy the channel.

A buffer called SU2 buffer is prepared for the SU2 packets.
In order to control the access of the SU2 packets, an access
threshold is set for the SU2 packets. When an SU2 packet
arrives at the system, if the number of SU2 packets in the SU2
buffer is equal to the access threshold, this SU2 packet will be
blocked by the system. The access threshold can also control
the return action of the interrupted SU2 packet. When the
transmission of an SU2 packet is interrupted, if the number
of SU2 packets in the SU2 buffer is smaller than the access
threshold, this interrupted SU2 packet can return back to
the SU2 buffer; otherwise, this interrupted SU2 packet has
to leave the system. Specially, we assume that the interrupted
SU2 packets have higher priority than the newly arriving SU2
packets.

Based on the access control scheme mentioned above, we
can build a queueing model with multiple priority levels and
finite waiting room.

Considering the digital nature of modern networks, the
time axis is assumed to be divided into slots with equal size.
The slot boundary is denoted as 𝑡 = 1, 2, . . .. The arrival inter-
vals of the PU packets, the SU1 packets, and the SU2 packets
are assumed to follow geometric distribution with arrival
rates 𝑝

1
, 𝑝
21
, and 𝑝

22
. The transmission time of the PU pack-

ets, the SU1 packets, and the SU2 packets is assumed to follow
geometric distribution with service rates 𝑟

1
, 𝑟
21
, and 𝑟

22
. The

access threshold is denoted as 𝑇, where 𝑇 > 0.
Let 𝐿

𝑛
be the total number of packets (including PU

packets, SU1 packets, and SU2 packets) in the system at the
instant 𝑡 = 𝑛

+. Let 𝑆
𝑛
be the number of SU1 packets in

the system at the instant 𝑡 = 𝑛
+. Let 𝑃

𝑛
be the number of

PU packets in the system at the instant 𝑡 = 𝑛
+. We note

that {𝐿
𝑛
, 𝑆
𝑛
, 𝑃
𝑛
} constitutes a three-dimensional discrete-time

Markov chain. With the access threshold 𝑇, we can give the
state space Ω of {𝐿

𝑛
, 𝑆
𝑛
, 𝑃
𝑛
} as follows:

Ω = (0, 0, 0)

∪ {(𝑖, 0, 0) ∪ (𝑖, 1, 0) ∪ (𝑖, 0, 1) : 1 ≤ 𝑖 ≤ 𝑇 + 1} .

(1)

2.2. Model Analysis. Let P be the state transition probability
matrix for the three-dimensional Markov chain {𝐿

𝑛
, 𝑆
𝑛
, 𝑃
𝑛
}.

P can be given as a (𝑇 + 2) × (𝑇 + 2) block-structured matrix
as follows:

P =

(
(
(
(
(
(
(
(

(

U
0

V
0
W
0

D
0

C B A
D C B A
d d d d

D C B A
D C E

D F

)
)
)
)
)
)
)
)

)

. (2)

Hereafter, we use the overbar notation to denote the prob-
ability of the complement of an event, for instance,𝑝

1
= 1−𝑝

1
.

Moreover, we denote 𝜆 = 𝑝
22
𝑟
22
+ 𝑝
22
𝑟
22
, 𝜉 = 𝑟

21
+ 𝑝
21
𝑟
21
.

The elements of P can be discussed by following subblock
matrices.
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U
0
is the probability for the total number of packets in the

system being fixed at 0. U
0
can be given as follows:

U
0
= 𝑝
1
𝑝
21
𝑝
22
. (3)

V
0
is the transition probability subblock when the total

number of packets in the system transfers from 0 to 1.V
0
can

be given as follows:

V
0
= (𝑝
1
𝑝
21
𝑝
22
, 𝑝
1
𝑝
21
𝑝
22
, 𝑝
1
𝑝
22
) . (4)

W
0
is the transition probability subblock when the total

number of packets in the system transfers from 0 to 2.W
0
can

be given as follows:

W
0
= (0, 𝑝

1
𝑝
21
𝑝
22
, 𝑝
1
𝑝
22
) . (5)

D
0
is the transition probability subblock when the total

number of packets in the system transfers from 1 to 0.D
0
can

be given as follows:

D
0
= (𝑝
1
𝑝
21
𝑝
22
𝑟
22
, 𝑝
1
𝑝
21
𝑝
22
𝑟
21
, 𝑝
1
𝑝
21
𝑝
22
𝑟
1
)
T
, (6)

where T describes the transpose operator of the matrix.
D is the transition probability subblock when the total

number of packets in the system transfers from 𝑢 to (𝑢 − 1),
where 2 ≤ 𝑢 ≤ 𝑇 + 1.D can be given as follows:

D = (

𝑝
1
𝑝
21
𝑝
22
𝑟
22

0 0

𝑝
1
𝑝
21
𝑝
22
𝑟
21

0 0

𝑝
1
𝑝
21
𝑝
22
𝑟
1
0 0

) . (7)

C is the transition probability subblock when the total
number of packets in the system transfers from 𝑢 to 𝑢, where
1 ≤ 𝑢 ≤ 𝑇. C can be given as follows:

C = (

𝑝
1
𝑝
21
𝜆 𝑝

1
𝑝
21
𝑝
22
𝑟
22

𝑝
1
𝑝
22
𝑟
22

𝑝
1
𝑝
21
𝑝
22
𝑟
21

𝑝
1
𝑝
22
𝜉 𝑝

22
𝑝
1

𝑝
1
𝑝
21
𝑝
22
𝑟
1

𝑝
1
𝑝
21
𝑝
22
𝑟
1
𝑝
22
(𝑟
1
+ 𝑟
1
𝑝
1
)

) . (8)

B is the transition probability subblock when the total
number of packets in the system transfers from 𝑢 to (𝑢 + 1),
where 1 ≤ 𝑢 ≤ 𝑇 − 1. B can be given as follows:

B = (

𝑝
1
𝑝
21
𝑝
22
𝑟
22

𝑝
1
𝑝
21
𝜆 𝑝

1
𝜆

0 𝑝
1
𝑝
22
𝜉 𝑝

22
𝑝
1

0 𝑝
1
𝑝
21
𝑝
22
𝑟
1
𝑝
22
(𝑟
1
+ 𝑟
1
𝑝
1
)

) . (9)

A is the transition probability subblock when the total
number of packets in the system transfers from 𝑢 to (𝑢 + 2),
where 1 ≤ 𝑢 ≤ 𝑇 − 1. A can be given as follows:

A = (

0 𝑝
1
𝑝
21
𝑝
22
𝑟
22

𝑝
1
𝑝
22
𝑟
22

0 0 0

0 0 0

) . (10)

E is the transition probability subblock when the total
number of packets in the system transfers from 𝑇 to (𝑇 + 1).
E can be given as follows:

E

= (

𝑝
1
𝑝
21
𝑝
22
𝑟
22

𝑝
1
𝑝
21
(1 − 𝑝

22
𝑟
22
) 𝑝
1
(1 − 𝑝

22
𝑟
22
)

0 𝑝
1
𝑝
22
𝜉 𝑝

22
𝑝
1

0 𝑝
1
𝑝
21
𝑝
22
𝑟
1

𝑝
22
(𝑟
1
+ 𝑟
1
𝑝
1
)

) .

(11)

F is the transition probability subblock when the total
number of packets in the system is fixed at (𝑇 + 1). F can be
given as follows:

F = (
𝑝
1
𝑝
21
(1 − 𝑝

22
𝑟
22
) 𝑝
1
𝑝
21

𝑝
1

𝑝
1
𝑝
21
𝑝
22
𝑟
21

𝑝
1
𝜉 𝑝

1

𝑝
1
𝑝
21
𝑝
22
𝑟
1

𝑝
1
𝑝
21
𝑟
1
𝑟
1
+ 𝑟
1
𝑝
1

). (12)

The structure of the transition probability matrix P indi-
cates that the three-dimensional Markov chain {𝐿

𝑛
, 𝑆
𝑛
, 𝑃
𝑛
}

is nonperiodic, irreducible, and positive recurrent [9].
The steady-state distribution 𝜋

𝑖,𝑗,𝑘
of the three-dimensional

Markov chain is defined as follows:

𝜋
𝑖,𝑗,𝑘

= lim
𝑛→∞

𝑃 {𝐿
𝑛
= 𝑖, 𝑆
𝑛
= 𝑗, 𝑃
𝑛
= 𝑘} . (13)

Let Π be the steady-state probability vector, which is the
unique solution of equations ΠP = Π, Πe = 1, where e is a
one column vector.

We partition Π as Π = (Π
0
,Π
1
, . . . ,Π

𝑇
,Π
𝑇+1

), where
Π
0
= 𝜋
0,0,0

and Π
𝑖
= (𝜋
𝑖,0,0

, 𝜋
𝑖,1,0

, 𝜋
𝑖,0,1

) for 1 ≤ 𝑖 ≤ 𝑇 + 1. By
applying a Gauss-Seidel method, we can obtain the steady-
state probability vectorΠ.

3. Performance Measures

3.1. Performance Measures of the SU1 Packets. The average
queue length 𝐸[SU1] of the SU1 packets is defined as the
number of SU1 packets in the system per slot. We can give
the expression of the average queue length 𝐸[SU1] of the SU1
packets as follows:

𝐸 [SU1] =
𝑇+1

∑

𝑖=1

𝜋
𝑖,1,0

. (14)

The blocking rate 𝛽
21
of the SU1 packets is defined as the

number of SU1 packets that are blocked by the systemper slot.
We can give the expression of the blocking rate 𝛽

21
of the SU1

packets as follows:

𝛽
21

= 𝑝
21
(

𝑇+1

∑

𝑖=1

(𝜋
𝑖,1,0

(𝑟
21
+ 𝑟
21
𝑝
1
) + 𝜋
𝑖,0,1

(𝑟
1
+ 𝑟
1
𝑝
1
))

+

𝑇+1

∑

𝑖=0

𝜋
𝑖,0,0

𝑝
1
) .

(15)
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The interrupted rate 𝛾
21

of the SU1 packets is defined as
the number of SU1 packets that are interrupted by the PU
packets per slot.We can give the expression of the interrupted
rate 𝛾
21
of the SU1 packets as follows:

𝛾
21
=

𝑇+1

∑

𝑖=1

𝜋
𝑖,1,0

𝑟
21
𝑝
1
. (16)

The throughput 𝜃
21

of the SU1 packets is defined as the
number of SU1 packets that are transmitted completely by the
system per slot. We can give the expression of the throughput
𝜃
21
of the SU1 packets as follows:

𝜃
21
= 𝑝
21
− 𝛽
21
− 𝛾
21
. (17)

3.2. Performance Measures of the SU2 Packets. The average
queue length 𝐸[SU2] of the SU2 packets is defined as the
number of SU2 packets in the system per slot. We can give
the expression of the average queue length 𝐸[SU2] of the SU2
packets as follows:

𝐸 [SU2] =
𝑇+1

∑

𝑖=0

𝑖𝜋
𝑖,0,0

+

𝑇+1

∑

𝑖=1

(𝑖 − 1) (𝜋
𝑖,1,0

+ 𝜋
𝑖,0,1

) . (18)

The blocking rate 𝛽
22
of the SU2 packets is defined as the

number of SU2 packets that are blocked by the system per
slot. We can give the expression of the blocking rate 𝛽

22
of

the SU2 packets as follows:

𝛽
22
= 𝑝
22
(𝜋
𝑇+1,0,0

(1 − 𝑟
22
𝑝
1
𝑝
21
)

+ 𝜋
𝑇+1,1,0

(1 − 𝑟
21
𝑝
1
𝑝
21
))

+ 𝑝
22
(𝜋
𝑇+1,0,1

(1 − 𝑟
1
𝑝
1
𝑝
21
)

+ 𝜋
𝑇,0,0

𝑟
22
(1 − 𝑝

1
𝑝
21
)) .

(19)

The interrupted losing rate 𝛾
22

of the SU2 packets is
defined as the number of SU2 packets that are interrupted by
the PU packets or the SU1 packets and being forced to leave
the system because of the number of SU2 packets in the buffer
achieving the access threshold. We can give the expression of
the interrupted losing rate 𝛾

22
of the SU2 packets as follows:

𝛾
22
= 𝜋
𝑇+1,0,0

𝑟
22
(1 − 𝑝

1
𝑝
21
) . (20)

The throughput 𝜃
22

of the SU2 packets is defined as the
number of SU2 packets that are transmitted completely by the
system per slot. We can give the expression of the throughput
𝜃
22
of the SU2 packets as follows:

𝜃
22
= 𝑝
22
− 𝛽
22
− 𝛾
22
. (21)

The average delay 𝛿
22
of the SU2 packets is defined as the

average time length from an SU2 packet joining the system to
this SU2 packet leaving the system (being transmitted com-
pletely or being interrupted to leave). With Little’s formula
[10], we can give the expression of the average delay 𝛿

22
of the

SU2 packets as follows:

𝛿
22
=
𝐸 [SU2]
𝑝
22
− 𝛽
22

. (22)
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Figure 1: Average queue length 𝐸[SU1] of the SU1 packets.
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4. Numerical Results

In this section, we show the change trends for different
performance measures with numerical results for the SU1
packets and the SU2 packets, respectively.

4.1. Numerical Results for the SU1 Packets. According to the
working principle of the system model, the performance of
the SU1 packets will be influenced by the PU packets. Figures
1–3 show the change trends for the average queue length
𝐸[SU1], the blocking rate 𝛽

21
, and the throughput 𝜃

21
of the
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Figure 3: Throughput 𝜃
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of the SU1 packets.

SU1 packets with different parameter settings of PU packets
and SU1 packets.

From Figures 1–3, we find that as the arrival rate𝑝
21
of the

SU1 packets increases, the average queue length 𝐸[SU1], the
blocking rate 𝛽

21
, and the throughput 𝜃

21
of the SU1 packets

will increase. This is because the larger the arrival rate of the
SU1 packets is, the more the SU1 packets will join the system.
As a result, the average queue length of the SU1 packets in
the system will be higher. On the other hand, the larger the
number of SU1 packets joining the system is, the more the
possibility for the SU1 packets being blocked by the system is
and the higher the blocking rate of the SU1 packets will be.
Moreover, the more the SU1 packets joining the system are,
the more the SU1 packets will be transmitted and the greater
the throughput of the SU1 packets will be.

From Figures 1–3, we also find that as the arrival rate 𝑝
1

of the PU packets increases, the blocking rate 𝛽
21
of the SU1

packets will increase and the average queue length 𝐸[SU1]
and the throughput 𝜃

21
of the SU1 packets will decrease. The

reason is that as the arrival rate of the PU packets increases,
the possibility for the channel being occupied by the PU
packets will also increase. As a result, the number of SU1
packets joining the system and being transmitted completely
will decrease, and this will decrease the average queue length
and the throughput of the SU1 packets. Moreover, larger
number of SU1 packets will be blocked by the system, and the
blocking rate of the SU1 packets will be increased.

Moreover, from Figures 1–3, we conclude that as the
service rate 𝑟

1
of the PU packets increases, the average queue

length 𝐸[SU1] and the throughput 𝜃
21
of the SU1 packets will

increase and the blocking rate 𝛽
21

of the SU1 packets will
decrease. This is because the higher the service rate of the
PU packets is, the larger the possibility for the SU1 packets
occupying the channel is, and this will increase the average
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Figure 4: Blocking rate 𝛽
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of the SU2 packets.

queue length and the throughput of the SU1 packets. At the
same time, the blocking rate of the SU1 packets will be lower.

Additionally, Figures 1–3 show that as the service rate 𝑟
21

of the SU1 packets increases, the average queue length𝐸[SU1]
and the blocking rate 𝛽

21
of the SU1 packets will decrease and

the throughput 𝜃
21
of the SU1 packets will increase. The rea-

son is that as the service rate of the SU1 packets increases, the
SU1 packets on the channel will be transmitted more quickly
and then the throughput of the SU1 packets will be greater.
Along with the increase of the service rate of the SU1 packets,
the average number of SU1 packets in the systemwill be lower
and then the average queue length and the blocking rate of the
SU1 packets will decrease.

4.2. Numerical Results for the SU2 Packets. According to the
working principle of the system model, the performance of
the SU2 packets will be influenced not only by the PU packets
but also by the SU1 packets. Figures 4–6 show the change
trends for the blocking rate 𝛽

22
, the throughput 𝜃

22
, and the

average delay 𝛿
22
of the SU2 packets with respect to the access

threshold under different parameter settings of PU packets
and SU1 packets. In Figures 4–6,without loss of generality, the
service rates 𝑟

1
, 𝑟
21
, and 𝑟

22
are assumed to be fix at 0.5.

From Figures 4–6, we find that as the access threshold
𝑇 increases, the blocking rate 𝛽

22
of the SU2 packets will

decrease and the throughput 𝜃
22
and the average delay 𝛿

22
of

the SU2 packets will increase. This is because the higher the
access threshold is, themore the SU2 packets can be admitted
to join the system and the more the SU2 packets will wait in
the system. As a result, the average delay of the SU2 packets
will be higher. On the other hand, as the access threshold
increases, the number of SU2 packets being blocked by
system will decrease and then the blocking rate of the SU2
packetswill decrease too.Moreover, themore the SU2packets
joining the system are, the more the SU2 packets will be
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Figure 6: Average delay 𝛿
22
of the SU2 packets.

transmitted completely and the greater the throughput of the
SU2 packets will be. Specially, from Figure 4, we find that
as the access threshold 𝑇 increases, the blocking rete 𝛽

22
of

the SU2 packets will decrease. As a result, the number of SU2
packets being in the system will increase and the possibility
for the channel being occupied will be higher. Therefore, we
conclude that the possibility for the channel being occupied
can be increased by setting a greater access threshold.

From Figures 4–6, we also find that as the arrival rate 𝑝
1

of the PU packets or the arrival rate 𝑝
21

of the SU1 packets
increases, the blocking rate 𝛽

22
and the average delay 𝛿

22
of

the SU2 packets will increase and the throughput 𝜃
22

of the
SU2 packets will decrease. The reason is that as the arrival
rate of the PU packets or the arrival rate of the SU1 packets
increases, the possibility for the channel being occupied by
the SU2 packets will decrease.Then the number of SU2 pack-
ets waiting in the systemwill increase, and this will induce the
increase in the average delay and the blocking rate of the SU2
packets. Moreover, the less the number of SU2 packets occu-
pying the channel is, the less the number of SU2 packets will
be transmitted completely. As a result, the throughput of the
SU2 packets will be lower.

Additionally, Figures 4–6 show that as the arrival rate
𝑝
22

of the SU2 packets increases, the blocking rate 𝛽
22
, the

throughput 𝜃
22
, and the average delay 𝛿

22
of the SU2 packets

will increase too. The reason is that as the arrival rate of the
SU2 packets increases, the number of SU2 packets with join-
ing need will increase. The more the SU2 packets joining the
systemare, themore the SU2packetswaiting in the systemare
and the more the SU2 packets will be transmitted completely.
So the blocking rate, the throughput, and the average delay of
the SU2 packets will be higher.

5. Optimization for the Access Threshold

In this section, we focus on the optimal setting for the access
threshold of the SU2 packets. From the numerical results,
we conclude that as the access threshold 𝑇 increases, the
throughput 𝜃

22
of the SU2 packets increases, and this is what

we want to see. On the other hand, as the access threshold
𝑇 increases, the average delay 𝛿

22
of the SU2 packets also

increases, which is not what we want to see. So in order to
balance the throughput of the SU2 packets and the average
delay of the SU2 packets, we build a net benefit function 𝐹(𝑇)
with the access threshold 𝑇 as follows:

𝐹 (𝑇) = 𝑏𝜃
22
− 𝑐𝛿
22
, (23)

where 𝑏 and 𝑐 are the impact factors for the net benefit
function. Moreover, 𝑏 and 𝑐 can be set according to the actual
network situation.

From (23), we can derive the optimal access threshold 𝑇∗
as follows:

𝑇
∗
= argmax
𝑇

{𝐹 (𝑇)} . (24)

In order to find the optimal access threshold𝑇∗, by setting
𝑏 = 300 and 𝑐 = 2 as an example, we depict the change trend
for the net benefit function 𝐹(𝑇) in Figure 7.

From Figure 7, we find that as the access threshold
increases, the net benefit function shows an upper convex
change trend. The reason may be that when the access
threshold is smaller, the access threshold is the main factor to
control the access actions of the SU2 packets. As the access
threshold increases, the throughput will increase quickly,
whichwill induce the increasing trend of the net benefit func-
tion. However, as the access threshold continues to increase,
the average delay of the SU2 packets increases rapidly, which
will cause the decrease of the net benefit. So, from Figure 7,
we can find that there exists an optimal access threshold to
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Figure 7: Change trend for the net benefit function 𝐹(𝑇).

Table 1: Numerical results for the optimal access threshold and the
corresponding net benefit.

𝑝
1

𝑝
21

𝑝
22

𝑇
∗

𝐹(𝑇
∗
)

0.1 0.1 0.2 5 47.3504

0.1 0.1 0.3 4 66.3590

0.1 0.2 0.2 4 40.8567

0.2 0.2 0.2 3 33.5409

0.2 0.2 0.3 2 43.5728

0.2 0.2 0.4 2 49.2551

achieve themaximumnet benefit.We summarize the optimal
access threshold and the corresponding net benefit in Table 1
for different parameter settings.

From Table 1, we conclude that as the arrival rate 𝑝
1
of

the PU packets or the arrival rate 𝑝
21

of the SU1 packets
increases, the optimal access threshold𝑇∗ shows a decreasing
tendency.This is because as the arrival rate of the PU packets
increases or the arrival rate 𝑝

21
of the SU1 packets increases,

the possibility for the SU2 packets occupying the channel will
be lower and larger number of SU2 packets have to wait in the
system, which will result in the increase of the average delay
of the SU2 packets. In order to reduce the average delay of the
SU2 packets, the access threshold should be set lower.

On the other hand, fromTable 1, we find that as the arrival
rate 𝑝

22
of the SU2 packets increases, the optimal access

threshold 𝑇∗ shows a decreasing tendency when we compare
𝑝
1
= 0.1, 𝑝

21
= 0.1, 𝑝

22
= 0.2 with 𝑝

1
= 0.1, 𝑝

21
= 0.1, 𝑝

22
=

0.3 and𝑝
1
= 0.2,𝑝

21
= 0.2,𝑝

22
= 0.2with𝑝

1
= 0.2,𝑝

21
= 0.2,

𝑝
22

= 0.3. The reason for the interesting tendency may be
that the higher the arrival rate of the SU2 packets is, the more
the SU2 packets will join the system, which will induce an

increase in the average delay of the SU2 packets. So, in order
to reduce the average delay of the SU2 packets, the access
threshold should be set lower.Moreover, fromTable 1, we also
find that for 𝑝

1
= 0.2, 𝑝

21
= 0.2, the optimal access threshold

𝑇
∗ will be fixed at 𝑇∗ = 2 when the arrival rate of the SU2

packets increases from 𝑝
22
= 0.3 to 𝑝

22
= 0.4. The reason for

this change trend may be that when the access threshold is
decreased to a low level, considering the tradeoff between the
average delay and the throughput of the SU2 packets, the
optimal access threshold will not be decreased in order to
guarantee the throughput of the SU2 packets.

Therefore, from the numerical results shown in Table 1,
we conclude that we should set the access threshold based on
the different network running status in practice.

6. Conclusion

In this paper, we consider a cognitive radio network with pri-
oritized SU packets. In order to control the access of the SU2
packets (i.e., the SU packets with lower priority), an access
threshold was set not only for the newly arriving SU2 packets
but also for the interrupted SU2 packets. By building and
analyzing a discrete-time Markov chain, some performance
measures for the two kinds of SU packets (SU1 packets and
SU2 packets) were derived. With numerical results, we inves-
tigated the change trends for different performance measures
and found that there was a tradeoff between the throughput
and the average delay of the SU2packets. At last, by construct-
ing a net benefit function, we derived the numerical results
for the optimal access threshold which balanced different
performance measures of the SU2 packets.
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