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Abstract

Accurate knowledge of defocus and tilt parameters is essential for the determination of three-dimensional protein structures at

high resolution using electron microscopy. We present two computer programs, CTFFIND3 and CTFTILT, which determine

defocus parameters from images of untilted specimens, as well as defocus and tilt parameters from images of tilted specimens,

respectively. Both programs use a simple algorithm that fits the amplitude modulations visible in a power spectrum with a calculated

contrast transfer function (CTF). The background present in the power spectrum is calculated using a low-pass filter. The back-

ground is then subtracted from the original power spectrum, allowing the fitting of only the oscillatory component of the CTF.

CTFTILT determines specimen tilt parameters by measuring the defocus at a series of locations on the image while constraining

them to a single plane. We tested the algorithm on images of two-dimensional crystals by comparing the results with those obtained

using crystallographic methods. The images also contained contrast from carbon support film that added to the visibility of the CTF

oscillations. The tests suggest that the fitting procedure is able to determine the image defocus with an error of about 10 nm, whereas

tilt axis and tilt angle are determined with an error of about 2� and 1�, respectively. Further tests were performed on images of single

protein particles embedded in ice that were recorded from untilted or slightly tilted specimens. The visibility of the CTF oscillations

from these images was reduced due to the lack of a carbon support film. Nevertheless, the test results suggest that the fitting

procedure is able to determine image defocus and tilt angle with errors of about 100 nm and 6�, respectively.
� 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction

Electron cryo-microscopy is a versatile technique to

determine the three-dimensional (3D) structure of pro-
teins and protein complexes. It can be applied to samples

of different symmetry and geometry, such as two-dimen-

sional (2D) crystals (Henderson et al., 1990; K€uuhlbrandt
andWang, 1991;Mindell et al., 2001;Murata et al., 2000;

Nogales et al., 1998), helical particles (Morgan et al.,

1995; Wells et al., 1999; Wendt et al., 2002), highly sym-

metrical viruses (B€oottcher et al., 1997; Kuhn et al., 2002;

Zhou et al., 2001), and other particles with lower or no

symmetry (Frank and Agrawal, 2000; Grigorieff, 1998;

Ranson et al., 2001). The processing of an image obtained

from any of these samples usually includes the determi-

nation of lens defocus and astigmatism needed to correct
the measured data for the contrast transfer function

(CTF) of the electron microscope (Erickson and Klug,

1971; Wade, 1992). The correction is necessary because

the CTF causes resolution-dependent amplitude modu-

lations (Thon rings; Thon, 1966) and phase reversals in

the image (Fig. 1). The Thon rings can be observed in a

power spectrum of an image, and they are particularly

strong when the image contains additional contrast from
a carbon film supporting the sample. Towards higher

resolution, as the CTF oscillations become more rapid,

accurate knowledge of defocus and astigmatism are es-

sential for correct determination of the image phases.
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When ordered samples are imaged, such as 2D crystals,
the diffraction patterns calculated from the images can be

used to determine image defocus and astigmatism accu-

rately (for example, see Henderson et al., 1986). Yet,

methods based on diffraction patterns are not applicable

to samples that contain aperiodic structures, such as sin-

gle protein molecules and complexes. In those cases, im-

age defocus and astigmatism can still be determined from

the shape and position of the Thon rings. Often, samples
of single protein molecules are prepared for electron mi-

croscopy using a carbon film containing approximately

1 lm wide holes. This has the advantage that images of

molecules suspended in a thin layer of ice inside the holes

show reduced background due to the absence of the car-

bon support film. However, the lack of contrast from a

carbon film also means that the Thon rings are reduced in

their visibility, making the determination of defocus pa-
rametersmore difficult.An additional complication arises

with tilted specimens because the amount of defocus is

then also a function of the position on the specimen. Tilt

can be introduced deliberately to obtain 3D information

of a sample that exhibits a preferred orientation on the

carbon support film, such as a 2Dcrystal. Often, however,

a small but significant tilt is introduced unintentionally

due to undulations in the carbon support film. These
undulations can sometimes be enhanced when the speci-

men is frozen, due to the difference in thermal expansion

coefficients between the carbon support film and themetal

grid the film is deposited on. This effect is sometimes re-

ferred to as �cryo-crinkling� and can be reduced by using

molybdenum grids (Vonck, 2000).

Image formation in the electron microscope results

from a combination of sample-induced elastic and in-

elastic electron scattering. In general, inelastic scattering
produces an almost featureless background in the image

power spectrum that is high at low resolution and falls

off towards higher resolution (Zhu et al., 1997). Am-

plitude contrast in an image is produced by high-angle

scattering when the electrons are scattered outside the

objective aperture. The elastically scattered electrons

that pass through the objective aperture produce the

phase contrast that contains most of the structural in-
formation in cryo-EM of unstained specimens; the

amount of amplitude contrast from these specimens is

usually very small. The amplitude and phase contrast

are modulated by the CTF of the microscope which is a

function of defocus, astigmatism, lens errors, electron

wave length, as well as temporal and spatial coherence

of the electron beam (Zhu et al., 1997). The image re-

cording process on film or CCD also contributes to the
CTF (Koeck, 2000). The inelastic component of the

contrast in an image giving rise to the smooth back-

ground is not used in current structural analyses.

Precise determination of the CTF based solely of the

shape and position of Thon rings is difficult; it would

require knowledge of all the parameters listed above as

well as a detailed understanding of inelastic and multiple

scattering. Comprehensive determination of the CTF
from images of single molecules has been successful with

energy-filtered images, where the bulk of the back-

ground due to inelastic scattering was removed (Zhu

et al., 1997). Energy filters are not, however, routinely

available on electron microscopes used in structural bi-

ology. Even without a detailed understanding of all the

scattering components contributing to the contrast in an

unfiltered image, the oscillations due to the CTF can
usually be interpreted in a straight-forward manner. The

periodic phase reversals corresponding to these oscilla-

tions are the only effect of the CTF on image phases,

and these in turn are the predominant determinants of

molecular structure (Ramachandran and Srinivasan,

1961). The phase reversals can be roughly described by a

simple oscillating function of constant amplitude, de-

termined by defocus, astigmatism, and spherical aber-
ration of the objective lens. In the comprehensive

description, this in turn is multiplied by an envelope

function which monotonically attenuates the CTF to-

wards higher spatial resolution, and which captures the

effects of spatial and temporal beam incoherence (Fig. 1;

Wade, 1992). We show here that defocus and astigma-

tism, the parameters which determine the oscillatory

component of the CTF, can be determined in images of
untilted specimens with sufficient accuracy to obtain

corrected phases at 0.3-nm resolution without knowing

the shape of the envelope. The procedure of defocus

determination for images of untilted specimens has been

implemented in a computer program called CTF-

FIND3. We further show that the defocus information

across an image of a tilted specimen can be used to

Fig. 1. Contrast transfer function and envelope. The CTF of an elec-

tron microscope produces periodic phase reversals and has an ampli-

tude which is attenuated towards higher resolution by an

approximately Gaussian envelope function. For this plot, an electron

beam voltage of 200 kV, a spherical aberration coefficient of

Cs ¼ 2:0mm, and a defocus of 500 nm was assumed. The envelope was

calculated using an exponential function, expð�g2=g2eff Þ, where g is the

magnitude of the scattering vector and geff describes the effective with
of the envelope function. Here, a value of 1:6nm�1 was used for geff .
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accurately determine specimen tilt axis and tilt angle.
The entire process of defocus and tilt determination has

been automated in a new computer program called

CTFTILT. Both programs are written in FORTRAN 77

code and are available from the corresponding author.

The programs were tested on a 2.4-GHz Pentium 4 PC

running Linux. For moderately sized images of about

6000� 6000 pixels, the analysis performed by CTF-

FIND3 is completed in about 2min, whereas the anal-
ysis performed by CTFTILT is completed about 15min.

2. Methods

2.1. Determination of defocus from power spectra

To determine the defocus and astigmatism for an
image, our objective is to fit the oscillatory component

of the measured power spectrum in two dimensions.

However, to do so on a full sized image (>10,000�
10,000 pixels) would be computationally expensive.

Furthermore, such a fit would be contaminated by

portions of the image containing unexposed areas of

film or other aberrations. Thus, we subdivide the image

into small square tiles, then calculate the power spec-
trum of each tile, summing the individual spectra to

form a final working power spectrum. This approach of

estimating the power spectrum of an image was also

used by Fernandez et al. (1997) and Zhu et al. (1997). In

addition to reducing the time for subsequent computa-

tional steps, this operation allows us to discard irregular

areas based on their pixel density variance. For example,

tiles showing the edge of the electron beam or contam-
inating ice will have a significantly higher variance than

the average image variance, whereas tiles containing an

unexposed area of the negative would have a much

smaller variance: such areas are excluded from the final

averaged power spectrum. It is important, however, to

ensure that the size of the tiles is sufficiently large such

that the CTF oscillations in the power spectra are clearly

resolved in the resolution range of interest.
The accurate determination of defocus requires sep-

aration of the oscillatory component of the power

spectrum from the smooth background originating from

inelastic scattering (Zhu et al., 1997). Background sub-

traction from the power spectrum of an image is an

essential first step for the CTF fitting procedure because

the background usually has an overwhelming magnitude

compared to the CTF oscillations visible in the spec-
trum. It is, therefore, part of most CTF fitting algo-

rithms. For example, the background was determined in

radially averaged power spectra by fitting a smooth

function (for example, a Gaussian) to the observed

minima in the spectrum (Conway and Steven, 1999;

Zhou and Chiu, 1993; Zhu and Frank, 1994; Zhu et al.,

1997). The radial averaging meant that any astigmatism

present in the image was ignored. In another approach,
the smooth component of an image power spectrum was

determined by fitting a cubic spline function to the ra-

dially averaged spectrum (Tani et al., 1996). Unlike in

the previous case, the subtraction of a smooth cubic

spline leads to negative values for the CTF minima. To

take astigmatism into account, Tani et al. (1996) divided

the two-dimensional power spectrum into angular zones

of approximately constant defocus and analyzed the
radial average over every zone separately. van Heel et al.

(2000) measured the astigmatism in an image by per-

forming a full 2D fit to the power spectrum, an ap-

proach we will also adopt here.

In this paper, we make no attempt to rigorously de-

termine the contributions of inelastic scattering, inco-

herence, etc. to the background: rather, we empirically

estimate the background as the monotonically decreas-
ing component of the power spectrum. This could be

determined in a number of ways, for example, using

a cubic spline fit (Tani et al., 1996), or by calculating a

low-pass filtered version of the spectrum (van Heel et al.,

2000). We chose to smooth the power spectrum using

a box convolution. This approach yields the best esti-

mate of a linear background underlying oscillations of

constant amplitude. However, the slope of the back-
ground observed in our power spectra varies signifi-

cantly—it is steeper at low resolution than at high

resolution. Therefore, we estimate the smooth back-

ground Psmooth from the square root of the averaged

power spectrum which reduces the change in the slope:

Psmoothði; jÞ ¼
XNbox=2

l;m¼�Nbox=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Paveðiþ l; jþ mÞ

p" #2

; ð1Þ

where Nbox is the size of the box and Pave is the averaged
power spectrum. The smoothed image is then subtracted

from the power spectrum of the original image, pro-

ducing a corrected spectrum, Pcorr, suitable for further
CTF analysis (Fig. 2b):

Pcorrði; jÞ ¼ Paveði; jÞ � Psmoothði; jÞ: ð2Þ
To determine defocus and astigmatism, a two-di-

mensional CTF has to be fitted:

CTF k; g;Df ;Csð Þ ¼ � w1 sin v k; g;Df ;Csð Þ½ �
� w2 cos v k; g;Df ;Csð Þ½ �; ð3Þ

with

v k; g;Df ;Csð Þ ¼ pkg2 Df
�

� 1=2k2g2Cs

�
; ð4Þ

and the two constants w1 and w2 are given by the per-
centage of amplitude contrast, A, in the image:

w1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� A2

p
;

w2 ¼ A:
ð5Þ

Usually, the value for A ranges from 0.07 (Toyoshima

and Unwin, 1988; Toyoshima et al., 1993) to 0.14 (Smith

336 J.A. Mindell, N. Grigorieff / Journal of Structural Biology 142 (2003) 334–347



and Langmore, 1992) for proteins embedded in ice and

0.19 (Zhu and Frank, 1994) to 0.35 (Erickson and Klug,

1971) for proteins embedded in stain (uranyl acetate). k
is the electron wavelength, g is the scattering vector
describing the difference between the wave vectors k and

k0 of the unscattered and scattered electrons, g ¼ k0 � k,
and Cs is the spherical aberration coefficient of the

objective lens. The defocus Df is given by (Henderson

et al., 1986)

Df ¼ 1=2 DF1

�
þDF2 þ DF1ð �DF2Þcos 2 ag

��
� aast

	�	
;

ð6Þ
where DF1 and DF2 are the two defocus values de-
scribing the defocus in two perpendicular directions in

an image when astigmatism is present, aast gives the

angle between the first direction (described by DF1) and

the X-axis, and ag is the angle between the direction of

the scattering vector g and the X-axis. Note that in Eq.

(3) a positive value for the defocus indicates an under-

focus. The definitions of the parameters in Eq. (6) are

summarized in Fig. 3.
The defocus parameters can be determined by a least-

squares fit between the positions of the minima in the

calculated squared CTF and the observed power spectra

(Conway and Steven, 1999; Zhu et al., 1997). This ap-

proach relies on the radial averaging of the power

spectrum to reliably detect the positions of the minima.

The defocus parameters can also be determined by a

least-squares fit between the calculated CTF and square
root of the observed power spectrum (Frank, 1972) or

between the square of the calculated CTF and the power

spectrum (Henderson et al., 1986). This requires the

additional determination of a scaling factor. We use an

approach similar to that adopted by Tani et al. (1996)

and van Heel et al. (2000) and fit the CTF by maxi-

mizing the correlation coefficient

CCp DF1;DF2; aastð Þ

¼
X
i;j

Pcorrði; jÞ � CTF2 k; gði; jÞ;Df ði; jÞ;Csð Þ
( ),

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i;j

P 2
corrði; jÞ

X
i;j

CTF4 k; gði; jÞ;Df ði; jÞ;Csð Þ
s8<

:
9=
;:

ð7Þ

Here, the scattering vector g and defocus Df have been

written as explicit functions of the pixel coordinates i; j
in the power spectrum. The maximum correlation is

found by performing a grid search of defocus values

DF1 and DF2, and astigmatic angle aast, followed by a

function maximization using the conjugate gradient
method. The fitting procedure has been implemented

in a computer program called CTFFIND3 which de-

termines CTF parameters for images from untilted

specimens.

2.2. Determination of specimen tilt axes and angle

The defocus parameters are essentially a measure of
the distance between the sample and the focal plane of

the objective lens. Therefore, tilt information can be

obtained from the defocus variation across the image.

The procedure to determine defocus parameters aver-

aged over the entire image, as discussed in the previous

section, can also be applied to a small area of the image

to find local defocus parameters. In contrast to the

previous case, the power spectra calculated from smaller
areas of the image will be much noisier, and an accurate

determination of local defocus parameters based on

Fig. 3. Definitions for the CTF parameters DF1, DF2, and aast. The
angle ag of the scattering vector g ¼ k0 � k (k, wave vector of the in-

cident wave; k0, wave vector of the scattered wave) is used in Eq. (6),

indicating the point where the CTF is evaluated.

Fig. 2. Background subtraction (a) shows a plot of a radial average of

the power spectrum obtained for image b3730 (see Table 1). Before

fitting defocus values, the smooth background has to be subtracted.

The radial average of the background-subtracted power spectrum is

shown in (b).
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such power spectra will be difficult. To avoid this
problem, we assume that the sample is flat within the

illuminated area. The assumption agrees with recently

published results by van Heel et al. (2000) who also

carried out defocus measurements in an image of a tilted

specimen. The fitting of all background-subtracted

power spectra, calculated locally for each tile, can then

be done simultaneously, and the defocus variation from

tile to tile can be constrained to a single plane. This is a
computationally rather expensive task since a typical

high-resolution scan of an image will yield about

10,000� 10,000 pixels, and about 6000 tiles. It would be

time-consuming to exhaustively explore the entire pa-

rameter space to find the global correlation maximum.

Rather we seek to narrow the parameter space by

determining approximate values for several of the

variables of interest before attempting a more rigorous
CTF fit.

A flow chart of the algorithm for the computer pro-

gram CTFTILT is shown in Fig. 4. We begin by de-

termining an approximate direction for the tilt axis. The

tilt axis can be defined as the direction of a line with

constant height (defocus), z. In an ideal image, a series

of tiles along such a line would have identical power

spectra, whereas the spectra of tiles along a line in any
other direction would vary due to the change in defocus.

In a real image, the tilt axis should be the direction of

minimum variance between tiles. Our empirical analysis

has determined that the signal from a single line of tiles

is insufficient to determine the tilt axis: to increase the

signal we use the tiles from eleven adjacent parallel lines

for variance minimization. When the number of lines is

increased further, the visibility of the Thon rings in the
average power spectrum calculated from tiles along the

lines (see below) is reduced significantly in images of

highly tilted specimens. In our implementation, the

power spectra of a series of tiles along eleven parallel

lines (at angle u to the X-axis) are calculated (Fig. 5),

and the variance between them is evaluated:

VARu ¼ 1

N

XN
k¼1

X
i;j

P k
tileði; jÞ

�
� Paveði; jÞ

	2
: ð8Þ

The approximate direction of the tilt axis can be

found by minimizing VARu on the interval (0, 180�)
using a simple search. A search increment of 2� is suf-

ficient in practice. For certain directions of the lines, the

tile corners overlap, leading to a reduction of variance

between the power spectra which obscures the defocus-

related variation. To eliminate this effect, we exclude any

signal from the corners of the tiles by masking the tiles

with a circular mask (Fig. 5). Once the tilt axis is ap-

proximately known, the background-subtracted average
of the power spectra along the eleven lines are used to

determine defocus and astigmatism, as discussed in the

previous section.

Fig. 4. Flow chart for the algorithm implemented in CTFTILT. The

input image can be of any dimension. For easy comparison, an output

image is generated showing on one side the background-subtracted

power spectrum, and on the other side the fitted CTF. Cs and KV are

the spherical aberration coefficient of the objective lens in millimeter,

and the electron beam voltage in kilovolts, respectively. A is the ex-

pected amount of amplitude contrast. This value does not need to be

accurate as the fitting procedure is not very sensitive to small changes

in A. Xmag is the magnification of the image and DStep is the pixel

resolution of the detector converting the image into a digital array.

Iave is an integer to indicate a compression factor used to reduce the

size of the image for increased computational speed once the image has

been read in. Iave ¼ 1 means no compression. Box gives the size of the

tiles used to subdivide the image. ResMin and ResMax indicate the

resolution range for the CTF fit. dFMin and dFMax give lower and

upper limits for the initial CTF parameter search which is done with

step size FStep.
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The last parameter to be determined is the tilt angle.

An approximate value is found again by performing a
search. However, the fitting procedure is now extended

across the entire image to include all tiles. If we assume

that the entire imaged area lies in a single plane, we can

write for the defocus Df at a point x; y on the image

Df ¼ Df0 þ xð½ � x0Þ sinðuÞ � yð � y0Þ cosðuÞ� tanðcÞ:
ð9Þ

Here, x0; y0 is the center of the image where the defocus

Df0 and astigmatism values were determined in the
previous step. u is the angle between the tilt axis and the

X-axis and c is the tilt angle. The search is performed in

the interval [)65�, +65�], and a step size of 10� was

found to be sufficient in practice to find the correct tilt

angle. The final step consists of a refinement of all five

parameters (DF1, DF2, aast, c, and u) using conjugate

gradient maximization of the correlation between cal-

culated CTF and observed, background-subtracted
power spectra.

3. Results

Because the CTF is a complex function of many

variables, we have used a largely empirical approach to

extract the defocus and tilt parameters which strongly
influence the final image phases. The two major features

of the algorithm for untilted images are the background

subtraction and the full, two-dimensional fit of the

power spectrum to an unattenuated CTF.

The fitting algorithm implemented in CTFFIND3

was tested on high-resolution electron micrographs of

2D crystals used to calculate a 0.26-nm resolution pro-

jection structure of bacteriorhodopsin (Grigorieff et al.,
1995). The samples were prepared using a continuous

carbon support film, and the crystals were frozen-hy-

drated in ice. These images are ideal test objects since the

defocus parameters were refined crystallographically to

high resolution and, therefore, should represent very

close approximations to the true defocus settings. The

images were recorded at a nominal magnification of

60,000, using the liquid helium field emission electron
microscope SOFIE (Zemlin et al. (1996), Cs ¼ 2:0 mm,

acceleration voltage¼ 200 kV). All four images in the

data set contained 6000� 6000 pixels and the follow-

ing parameters were used (see input box in Fig. 4):

Amplitude contrast (A)¼ 7%, scanner pixel resolution

(DStep)¼ 7.5 lm, pixel averaging (Iave)¼ 1, tile size

(Box)¼ 128 pixels, resolution range (ResMin, Res-

Max)¼ 20–0.3 nm, defocus search range (dFMin,
dFMax, FStep)¼ 100–1000 nm in 50-nm steps. The raw

and the background-subtracted power spectra for image

b3730 are shown in Fig. 2 which provides a preliminary

validation of our background subtraction: The minima

of the background-subtracted spectrum are negative but

close to zero, and the trace falls off to zero at high res-

olution. The small deviation of the minima from zero

may at first appear surprising since the background
subtraction is merely a subtraction of a low-pass filtered

image of the original power spectrum. One would

therefore expect the minima in the background-sub-

tracted spectrum to be more negative than observed in

Fig. 2. However, the background estimated by the box

convolution in Eq. (1) is smaller than the local average

of the power spectrum for two reasons: First, the

background in the power spectrum has a slope that is
negative and becomes smaller in magnitude towards

higher resolution. This leads to an underestimate of the

background by the box convolution. Second, the box

convolution is performed on the square root of the

power spectrum, and the resulting smooth background

is subsequently squared (Eq. (1)), again giving an un-

derestimate of the average local power in the spectrum.

The results of the fits are summarized in Table 1 and
show that the defocus values were determined to be

within 10 nm, and the astigmatic angle was measured

within 5� of the crystallographic values. Fig. 6a shows a

montage of the fitted two-dimensional squared CTF and

the observed, background-subtracted power spectrum of

image b3730. There is good agreement between the two

halves of the montage. Fig. 6b shows line plots of the

background-subtracted power spectrum and the fitted
squared CTF. Though the curves appear quite different,

the zeros of the observed spectrum correspond closely to

those of the fit. Since these are the locations of the phase

reversals, we appear to have determined enough about

the CTF to understand its phase behavior. Close in-

spection of Fig. 6b suggests, however, that there is some

discrepancy between the locations of the CTF zeros

Fig. 5. Determination of tilt axis. Power spectra are calculated for each

tile along the eleven parallel lines (tiles are only indicated for the three

central lines). The angle u is searched in 2� steps to find the direction in

which the variance between the power spectra is minimized.
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beyond a resolution of about 1:8nm�1. The apparent

discrepancy may be due to an inaccurate value used for

the amplitude contrast (A), or a lack in the sampling

resolution of the spectrum and fit. An inaccurate value

for the amplitude contrast may indeed lead to errors in

the fit, as discussed below. However, the results pre-

sented in Table 1 show that for the parameters used in

all four fits the errors are small. To estimate the effect of
the errors in an untilted image, the CTF is plotted in

Fig. 7 using an average of the two defocus values from

the fit in Fig. 6. Fig. 7 also shows CTF plots for defocus

values 10 nm higher and lower than the average defocus.

These additional plots illustrate how much the CTF

changes at a resolution of 0.3 nm when the defocus value

has an error of 10 nm, demonstrating that an error of

10-nm shifts the CTF zero at 0.3-nm resolution by about
one-tenth of a period. As a result, some of the image

data, when corrected for their CTF, would acquire the

wrong phase. However, the affected data are close to

zeros of the CTF; thus, these data will generally be weak

and have poor signal-to-noise ratios. Such data will

contribute minimally to a final reconstruction since they

Fig. 6. CTF fit (a) The diagnostic output image for image b3730,

showing the average background-subtracted power spectrum on the

right, and the fitted CTF on the left. The two defocus parameters, DF1

and DF2, and the astigmatic angle aast, were determined to be

597.5 nm, 525.1 nm, and 4.3�, respectively (see Table 1). Crystal re-

flections originating from the 2D crystal in the image are visible in the

power spectrum on the right. However, they are not noticeable in the

radial average. (b) Plot of the radial average of the average back-

ground-subtracted power spectrum in (a) (solid line) and the fitted

CTF (dotted line). The radial averaging leads to a small reduction in

amplitude of the fitted CTF towards higher resolution since there is a

small astigmatism present in the image.

Fig. 7. Error in the measured defocus value. The CTF is plotted for

different defocus values. The solid line shows the CTF for an under-

focus of 500 nm, and the two dotted lines show CTF plots for 490 and

510 nm underfocus. Seven percent amplitude contrast was included in

these plots, and a microscope running at 200 kV and a spherical ab-

erration coefficient of 2mm were assumed.

Table 1

Comparison of defocus values from bacteriorhodopsin images

Image DF1 (nm) DF2 (nm) aast (deg) CCp

Crys. CTFFIND D1 Crys. CTFFIND D2 Crys. CTFFIND Da CTFFIND

b3730 601.0 597.5 )3.5 531.4 525.1 )6.3 8.6 4.3 4.3 0.17

b3736 472.0 473.3 1.3 545.8 555.9 10.1 103.1 99.9 3.2 0.18

b3737 572.2 577.4 5.2 490.4 491.8 1.4 11.9 11.2 0.7 0.18

b3739 400.7 398.1 )2.6 316.8 317.1 0.3 5.5 6.5 1.0 0.23

Crystallographic defocus values including astigmatism (DF1, DF2, and aast) were determined by minimizing phase residuals between individual

images and a merged data set used to calculate a projection map of bacteriorhodopsin at 0.26-nm resolution (ref).

D1;D2 and Da are the differences between crystallographic values and values obtained using CTFFIND3.
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will be averaged with stronger data from other images.
The phases for most of the data, especially for data at

points where the CTF assumes large values, are mea-

sured correctly, and can be used to derive structural

information at 0.3-nm resolution.

Table 2 presents results from a number of additional

CTF fits for the 2D crystals of bacteriorhodopsin using

different input parameters to test the robustness of the

algorithm. We varied the following parameters, one at a
time: amplitude contrast (A), tile size (Box), and the

high-resolution limit (ResMax). Whenever the fitted

values for defocus and astigmatic angle agreed with the

corresponding values in Table 1 within 10 nm and 5�,
respectively, a dot (�) is shown. When the fits produced

values outside these limits, the changes are explicitly

shown. Of the various values used for the amplitude

contrast, only a value of 35% produced changes in the
defocus values larger than 10 nm. However, the changes

were all negative and of approximately the same mag-

nitude, about )12 nm. An increased amplitude contrast

shifts the zeros of the fitted CTF towards lower resolu-

tion. To compensate for this shift, the defocus values

producing the best fit are lower than what is obtained

with smaller values for the amplitude contrast. This

leads to the observed systematic shift towards smaller
defocus values. Of the different tile sizes tested, only the

50� 50 pixel tile size lead to a failure in the algorithm.

The failure is due to the reduced sampling resolution of

the power spectra. Of the resolution limits tested, the

algorithm failed when the resolution of the fit was re-

stricted to data below 1 nm (or lower). This is not sur-

prising since the first two CTF zeros of the power

spectra are at about 1.2 and 0.85 nm, leaving only one
CTF zero (or no CTF zero) within the fitted range.

As a second test of CTFFIND3, the defocus and

astigmatism was determined for 268 images of single

mitochondrial complex I molecules. Some of these im-

ages were used to determine the 3D structure of complex
I at 2.2-nm resolution (Grigorieff, 1998). These images

are qualitatively different from those of the 2D crystals

of bacteriorhodopsin because they were collected from

areas of the sample that did not contain much carbon.

Therefore, the only contrast visible in those images arose

from the ice and the protein embedded in it. The images

were collected at a nominal magnification of 60,000.

Images were collected on a Philips CM12 thermionic
emission electron microscope (Cs ¼ 2:0 mm, accelera-

tion voltage¼ 120 kV), and on a Hitachi HF2000 field

emission electron microscope (Cs ¼ 2:6 mm, accelera-

tion voltage¼ 200 kV). All images in the data set

contained about 2600� 2600 pixels and the following

parameters were used (see input box in Fig. 4): Ampli-

tude contrast (A)¼ 7%, scanner pixel resolution

(DStep)¼ 28.0 lm, pixel averaging (Iave)¼ 1, tile size
(Box)¼ 128 pixels, resolution range (ResMin, Res-

Max)¼ 20–1.5 nm, defocus search range (dFMin,

dFMax, and FStep)¼ 100–7000 nm in 100-nm steps.

Accurate defocus values for these images are not known

since the crystallographic methods for determining de-

focus values cannot be applied. The performance of the

fitting procedure was therefore tested by varying the

input parameters—amplitude contrast, tile size, and
high-resolution limit. According to Table 2, the fitting

procedure tends to give quite variable results when it

fails. For example, when a tile size of 50� 50 pixels was

used, the changes in the defocus values in Table 2 were

scattered between )8 and +4282 nm. We expect to see a

similar pattern for the complex I images upon failure of

the algorithm. Table 3 lists the average change, standard

deviation, and the number of images deviating by more
than 200 nm (indicated as fails), with respect to the ini-

tial fit using the parameters listed above. The table

shows systematic changes in the defocus values when the

value for the amplitude contrast is changed. These

Table 2

Test of robustness of the CTFFIND3 algorithm when used on images that contain a carbon support film

Image Amplitude contrast Tile size Resolution limit

0% 15% 35% 50 70 100 200 0.5 nm 1nm 1.5 nm

b3730 � � D1 ¼ �12 D1 ¼ 948 � � � � Da ¼ 19 D1 ¼ 5282

D2 ¼ �12 D2 ¼ 3821 D2 ¼ 154

b3736 � � D1 ¼ �10 D1 ¼ �8 � � � � D1 ¼ �24 D1 ¼ �474

D2 ¼ �12 D2 ¼ 4282 Da ¼ 9 D2 ¼ 470

b3737 � � D1 ¼ �12 D1 ¼ �26 � � � � D2 ¼ �40 D1 ¼ 579

D2 ¼ �13 D2 ¼ �149 D2 ¼ 3447

b3739 � � D1 ¼ �11 D1 ¼ �59 � � � � D1 ¼ 4227 D1 ¼ �479

D2 ¼ �10 D2 ¼ 167 D2 ¼ 2937 D2 ¼ 806

The effect of changes in the input parameters—amplitude contrast, tile size, and high-resolution limit was tested. The changed parameters are

indicated at the top of the table. Results from CTFFIND3 are compared with results listed in Table 1, where 7%, 128� 128 pixels, and 0.3 nm were

used for amplitude contrast, tile size, and high-resolution limit, respectively. Whenever the change in the measured defocus was smaller than 10 nm,

and the change in stigmatic angle was smaller than 5�, a dot (�) is indicated. If the change for a parameter was larger than those limits, it is explicitly

noted (units for the defocus changes are nanometer).
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changes have the same origin as those shown in Table 2

but they appear to be larger, presumably because the fit

is now limited to lower resolution. This shows that it is

important to enter a reasonably accurate value for the

amplitude contrast. Table 3 suggests that the measured

defocus decreases by about 5 nm when the amplitude

contrast is increased by 1%. Nevertheless, the number of

fails never exceeds 5% of all images in a data set and
usually remains below 1%. The algorithm is more sen-

sitive to the tile size and, for the images tested, it seems

to work best with a tile size of approximately 100� 100

pixels. Tile sizes of 50� 50 and 200� 200 pixels do not

work well because of the limited sampling resolution

and insufficient averaging, respectively. The algorithm is

less sensitive with respect to changes in the high-reso-

lution limit but fails more often when the resolution is
limited to 2.1 nm, especially for the data set with the

lowest defocus (1770 nm). As before, this is due to the

fact that the first CTF zero for that data set is at about

2.4 nm, leaving few features in the observed power

spectrum to be fitted. If the correct value for the am-

plitude contrast is known to within 10% and the other

parameters are set within the range where the algorithm

works most reliably, the average changes and standard
deviations in Table 3 suggest that an accuracy of about

100 nm can be obtained. Using a similar argument as in

Fig. 7, the resolution to which a correction of the CTF is

reasonably accurate is about 0.8 nm, sufficient to correct

data needed to visualize secondary structure in proteins.

The working range of the parameters can easily be es-

tablished for a data set by testing a few parameter

combinations. Since a data set is usually collected at a
particular defocus, the algorithm should determine the

defocus parameters to be the same for most images,

within an error of about 100 nm. This was the case for

the complex I data sets used here.

To test the performance of the tilt estimation proto-

col, we used a series of images of 2D crystals of aqu-

aporin (Murata et al., 2000), provided by Dr. Thomas

Walz. The crystals were applied to a continuous carbon

film and embedded in trehalose. The images were re-

corded at a nominal magnification of 50,000, using the

JEOL liquid helium field emission electron microscope

JEM-3000SFF (Cs ¼ 1:6 mm, acceleration voltage¼
300 kV). All images in the data set contained

10,000� 15,000 pixels and the following parameters

were used (see input box in Fig. 4): Amplitude contrast
(A)¼ 7%, scanner pixel resolution (DStep)¼ 7 lm, pixel

averaging (Iave)¼ 2, tile size (Box)¼ 128 pixels, resolu-

tion range (ResMin and ResMax)¼ 20–0.7 nm, defocus

search range (dFMin, dFMax, and FStep)¼ 50–

3000 nm in 50-nm steps. Tilt parameters for these images

had been previously obtained using EMTILT (Crowther

et al., 1996) and were compared with the output of

CTFTILT, as presented in Table 4. The values calcu-
lated using CTFTILT agree well with those obtained

crystallographically: most tilt values agree within 1� or

better, and most angles of the tilt axis agree within 2.5�.
For one 60� image, image 660291, the tilt angle mea-

sured by CTFTILT was far from that obtained by

EMTILT, suggesting a principle failure of the algo-

rithm. The algorithm also failed on this image for all

other combinations of input parameters tested (see be-
low and Table 5). The algorithm failed when determin-

ing the defocus parameters in the center of the image,

suggesting that the Thon rings for this image are weaker

than in the other images. Inspection of the power

spectrum calculated from the center of image 660291

confirmed that the Thon rings are weaker compared to

the other 60� images analyzed. Furthermore, in the

crystallographic analysis, image 660291 showed the
smallest number of strong spots (spots with IQ values

smaller than 4), confirming again that this image has

weak contrast. For all other images tested, a maximum

error in the local defocus values calculated from Eq. (9)

can be calculated. If we assume a diameter of the ex-

posed area of 1 lm, the error in the measured defocus

near the edge of this area is smaller than 40 nm for all

Table 3

Test of robustness of the CTFFIND3 algorithm when used on images containing only protein embedded in ice

Average

defocus

Amplitude contrast Tile size Resolution limit

0% 15% 35% 50 70 100 200 1.2 nm 1.8 nm 2.1 nm

1770-nm 104

images CM12

27 (4) )31 (5) )112 (15) )24 (43) )6 (41) )2 (24) )12 (27) )13 (40) 37 (43) 45 (49)

2 fails 1 fail 2 fails 4 fails 3 fails 2 fails 53 fails 2 fails 3 fails 4 fails

4360-nm 20

images HF2000

42 (23) )43 (3) )154 (11) )38 (60) )9 (42) 0 (36) )28 (33) )8 (25) 10 (25) 32 (72)

0 fails 0 fails 0 fails 1 fail 1 fail 0 fails 11 fails 0 fails 1 fail 3 fails

6220-nm 144

images HF2000

42 (5) )49 (5) )176 (19) )64 (95) )12 (65) 0 (41) )19 (30) )7 (36) 10 (29) 7 (38)

1 fail 0 fails 0 fails 64 fails 7 fails 0 fails 51 fails 1 fail 1 fail 2 fails

The effect of changes in the input parameters—amplitude contrast, tile size, and high-resolution limit was tested. The changed parameters are

indicated at the top of the table. Results from CTFFIND3 are compared with results obtained using 7%, 128� 128 pixels, and 1.5 nm for amplitude

contrast, tile size, and high-resolution limit, respectively. Whenever the change in defocus was larger than 200nm, an image was counted as a ‘‘fail.’’

Otherwise, the average change in the measured defocus (in nanometer) and the standard deviation of changes (in nanometer, indicated in brackets)

for a particular data set are listed.
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images tested. The exceptions are images 660291 (algo-

rithm failure) and 540149 where the large error in the tilt

axis angle u (7.1�) produces a maximum error in the

defocus values of about 70 nm.

As before, we tested the robustness of the algorithm

by variation of the input parameters—amplitude con-

trast, tile size, and resolution limit. Table 5 summarizes

the results. Whenever a change in an input parameter
resulted in a change in the tilt angle or tilt axis direction

larger than 2�, the error in the angle was written out in

the table. For changes smaller than 2�, a dot (�) is

shown, indicating no significant change. As shown in

Table 5, changes in the value for the amplitude contrast

do not change the result of the fit by much. However,

the algorithm is more sensitive to the choice of the tile

size. In particular, a tile size of 50� 50 or 70� 70 pixels

is too small due to the limited sampling resolution of the

resulting power spectra. A tile size of about 100� 100

pixels seems to work best. The resolution limit also af-

fects the results, especially when it is set too low, thereby

limiting the number of CTF zeros participating in the fit.

Clearly, the CTFTILT algorithm is less robust than
CTFFIND3. This is not surprising since apart from the

defocus values, CTFTILT determines also the tilt angle

and tilt axis. Furthermore, the algorithm often fails at

the early stage when it tries to determine the defocus

values in the center of the image. This is due to a more

noisy power spectrum average that is calculated only

Table 4

Comparison of tilt parameters from aquaporin images

Image Tilt axis u Tilt angle c CCp

Crys. CTFTILT Du Crys. CTFTILT Dc CTFTILT

530394 93.8 96.4 2.6 19.6 20.7 1.1 0.19

530419 110.7 108.8 1.9 18.7 19.5 )0.8 0.19

530430 106.9 100.9 6.0 21.3 20.9 )0.4 0.19

530444 99.6 97.3 2.5 20.7 19.5 )1.2 0.18

660027 100.1 104.2 4.1 19.4 20.1 0.7 0.18

540149 94.6 87.5 7.1 43.1 44.0 0.9 0.18

540291 94.5 96.4 2.0 45.1 46.3 1.2 0.19

540302 93.5 92.1 1.4 44.7 43.1 )1.6 0.19

540313 95.8 96.1 0.3 44.0 44.4 0.4 0.18

660183 98.1 97.0 1.1 48.1 49.2 1.1 0.17

550089 92.6 92.7 0.1 60.5 61.2 0.7 0.17

660291 93.3 16.9 76.4 57.6 0.3 )57.3 0.17

660421 89.9 88.0 0.7 61.4 60.6 )0.8 0.17

680341 88.8 90.8 1.9 58.7 59.8 1.1 0.17

Tilt parameters from a refined aquaporin data set are compared with parameters derived from CTFTILT, with all measurements shown in

degrees. The tilt axis angle is the angle from the tilt axis to the X-axis, and Du and Dc are the differences between each pair of measurements. The

measurements agree well, except for image 660291 where the algorithm failed.

Table 5

Test of robustness of the CTFTILT algorithm when used on images that contain a carbon support film

Image Amplitude contrast Tile size Resolution limit

0% 15% 35% 50 70 100 200 0.5 nm 1nm 1.5 nm

530394 � � � � � � � � � Dc ¼ 40

530419 � � � � Dc ¼ 41 � � Dc ¼ �18 � Dc ¼ �16

530430 � � � Dc ¼ 44 � � � � � Dc ¼ �21

530444 � � � Dc ¼ �15 � � Dc ¼ 22 Dc ¼ �20 � Dc ¼ �17

660027 � � � Dc ¼ 35 Dc ¼ 13 � � � � Dc ¼ �15

540149 � � � Dc ¼ �10 Dc ¼ 17 � � � � �
540291 � � � Dc ¼ 3:9 Dc ¼ 19 � � � � Dc¼�7:1

540302 Dc ¼ �17 � Dc ¼ 29 Dc ¼ �28 � � Du ¼ 76 � � Dc ¼ �41

540313 � � � Dc ¼ �44 � Dc ¼ 21 � � � Dc ¼ 9:0

660183 � � � Dc ¼ 18 � � Dc ¼ �11 � � Dc¼�5:1

550089 � � � Dc ¼ �61 Dc ¼ 3:5 � � Dc ¼ �60 � �
660291 Dc ¼ �57 Dc ¼ �57 Dc ¼ �53 Dc ¼ �19 Dc¼�2:6 Dc ¼ �16 Dc ¼ �17 Dc ¼ 22 Dc ¼ �36 Dc ¼ �56

660421 � � � � � � � � � Dc¼�4:4

680341 � � � � � Dc ¼ �21 Dc ¼ �41 � � �
The effect of changes in the input parameters amplitude contrast, tile size, and high-resolution limit was tested. The changed parameters

are indicated at the top of the table. Results from CTFFIND3 are compared with results listed in Table 4, where 7%, 128� 128 pixels, and 0.7 nm

were used for amplitude contrast, tile size, and high-resolution limit, respectively. Whenever the changes in the measured tilt angle and tilt axis were

smaller than 2�, a dot (�) is indicated. If the change for a parameter was larger than those limits, it is explicitly noted (units are in degrees).
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from the central area of the image covered by the 11
parallel lines (Fig. 5). According to Table 5, the average

rate of failure of CTFTILT lies between 7 and 21%.

As a final test of CTFTILT, the tilt angle and tilt axis

direction were determined for the 268 images of single

mitochondrial complex I. Although all of these images

were collected without introducing a deliberate tilt,

small local tilts in a specimen are unavoidable due to

undulations of the carbon film and small bents in the
copper support grid (Vonck, 2000). The same input

parameters were used when these images were used to

test CTFFIND3: Amplitude contrast (A)¼ 7%, scanner

pixel resolution (DStep)¼ 28.0 lm, pixel averaging

(Iave)¼ 1, tile size (Box)¼ 128 pixels, resolution range

(ResMin and ResMax)¼ 20–1.5 nm, defocus search

range (dFMin, dFMax, and FStep)¼ 100–7000 nm in

100-nm steps. Table 6 lists the average change in the tilt
angle, standard deviation, and the number of images

deviating by more than 10� (fails), with respect to the tilt

angles from the initial fit using the parameters listed

above. The average change in the tilt angle is usually

smaller than 1� and never exceeds 2.2�. The standard

deviation of the tilt angle change is about 4�, and there

are about 10% of images with a measured tilt angle

deviating by more than 10� from the initial fit (fails). In
some cases, the standard deviation and fail rate are

higher, for example when a tile size of 50� 50 pixels is

used, or if the high-resolution limit is set to 2.1 nm.

Those settings were also found in the previous test to

produce less reliable results (see Table 3). The average

changes and standard deviations listed in Table 6 sug-

gest that the tilt angle of a specimen lacking a carbon

film can be determined with an accuracy of about 6�.
The changes in the measured tilt axis direction are not

listed in Table 6 since the tilt axis is rather poorly de-

fined in images of samples with a small tilt. Typically,

the standard deviation for the measured tilt axis direc-
tion was about 30�. It is interesting to note that the

standard deviation of tilt angles from zero, determined

for all three sets of images was about 10�, twice the

standard deviation observed for the reproducibility of

measurements of the algorithm. This suggests that many

images were recorded from samples with significant lo-

cal tilts even though the nominal tilt adjusted on the

microscope was zero.

4. Discussion

Precise defocus and tilt information is essential for

high-resolution protein structure analysis using electron

microscopy. The oscillations visible in the power spec-

trum of an electron micrograph (Thon rings; Thon, 1966)
have been used before to determine defocus parameters

for untilted specimens (for example, Conway and Steven,

1999; Frank, 1972; Henderson et al., 1986; Ludtke et al.,

1999; Morgan et al., 1995; Tani et al., 1996; Zhu et al.,

1997), and to obtain tilt information (Henderson and

Unwin, 1975; van Heel et al., 2000). Existing procedures

require a varying degree of user interaction. The com-

puter programs CTFFIND3 and CTFTILT run in a fully
automated fashion and can be used to process hundreds

of images in a relatively short time. Since they do not rely

on crystallographic methods for the determination of

defocus and tilt parameters, they can be used on images

containing any type of sample. The only required set-up

consists of finding a set of input parameters that yield

reliable defocus and tilt measurements for a particular set

of images. Once these parameters are approximately
known, they can be used for all images in an entire data

set without readjustment, yielding a relatively low rate of

algorithm failure (see below).

Table 6

Test of robustness of the CTFTILT algorithm when used on images containing only protein embedded in ice

Average

defocus

Amplitude contrast Tile size Resolution limit

0% 15% 35% 50 70 100 200 1.2 nm 1.8 nm 2.1 nm

1772-nm

104 images

CM12

)0.2 (1.1) 0.3 (2.0) 0.2 (3.4) 0.5 (3.9) )0.1 (2.7) 0 (1.9) 0.3 (2.0) 0.3 (3.6) 0.5 (4.0) 0.1 (3.3)

0 fails 4 fails 12 fails 36 fails 4 fails 3 fails 2 fails 0 fails 1 fail 4 fails

4364-nm

20 images

HF2000

0.2 (0.7) 0 (0.7) 0.7 (2.3) )0.6 (5.5) )1.2 (3.7) )1.4 (2.5) )0.4 (2.4) )0.9 (3.8) )2.2 (5.4) 0.2 (3.6)

0 fails 0 fails 1 fail 14 fails 2 fails 0 fails 1 fail 1 fail 0 fails 3 fails

6216-nm

144 images

HF2000

0 (1.3) 0.1 (1.3) )0.2 (3.0) 1.4 (5.5) 1.4 (4.4) )0.6 (3.9) 0.3 (3.2) 0.4 (3.7) 0.1 (3.5) )0.1
(4.6)

1 fail 0 fails 8 fails 103 fails 4 fails 14 fails 9 fails 11 fails 17 fails 20 fails

The effect of changes in the input parameters—amplitude contrast, tile size, and high-resolution limit was tested. The changed parameters are

indicated at the top of the table. Results from CTFTILT are compared with results obtained using 7%, 128� 128 pixels, and 1.5 nm for amplitude

contrast, tile size, and high-resolution limit, respectively. Whenever the change in the measured tilt angle was larger than 10�, an image was counted

as a ‘‘fail.’’ Otherwise, the average change in the measured tilt angle (in degrees) and the standard deviation of changes (in degrees, indicated in

brackets) for a particular data set are listed.
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The present study attempts to use defocus and tilt
information obtained crystallographically from a num-

ber of images of 2D crystals to estimate the accuracy

that can be obtained for these parameters by fitting

Thon ring oscillations. Such an evaluation was done

previously using a single image of an untilted 3D

microcrystal of calcium ATPase, suggesting that an

accuracy of about 10 nm can be obtained (Tani et al.,

1996). The crystal images we employed here were used
to calculate a high-resolution projection map of bacte-

riorhodopsin (Grigorieff et al., 1995) and a high-reso-

lution map of aquaporin (Murata et al., 2000). The high

resolution implies that the defocus, astigmatism, tilt

angle, and tilt axis were known accurately for these

images. The comparison of results from our new com-

puter program CTFFIND3 with those obtained crys-

tallographically (Table 1) suggest that our Thon ring
analysis gives defocus values with an error smaller than

10 nm, sufficient for reliable measurement of phases in

an untilted image out to 0.3-nm resolution. Thus, the

attainable accuracy is similar to that found by Tani et al.

(1996). The error of the determined defocus values is

probably even smaller than suggested by the comparison

with the crystallographic data as any errors in the latter

are unknown and, therefore, were ignored in this anal-
ysis. There are, however, a number of sources of error

associated with our approach. First, a systematic error

may be introduced by the carbon support film that

contributes part of the contrast in the images of the 2D

crystals. Since the carbon film is not in the same plane as

the crystals, its associated image defocus will differ

slightly from that of the crystals. Second, if the amount

of amplitude contrast in an image is not known accu-
rately, systematic shifts in the measured defocus values

could be introduced (see Table 2). Third, for larger de-

focus values, the envelope function may limit the visi-

bility of the Thon rings at higher resolution, and this

could lead to a less accurate fit.

The accuracy of the determined defocus values is

generally lower for images of single protein particles

where the contrast originates solely from ice and the
embedded protein. As the tests reported in Table 3

suggest, errors in the defocus values are about 10 times

larger than those observed for the images of the 2D

bacteriorhodopsin crystals, due to the weaker contrast

in the images. In addition, the systematic shift intro-

duced by an inaccurate value for the amplitude contrast

is larger than in the crystal images. This is likely due to

the smaller number of Thon rings in the single particle
images that are visible mainly at low resolution. At low

resolution, a small shift in the position of a CTF zero

introduced by an inaccurate value for the amplitude

contrast would have to be compensated for by the fitting

procedure with a larger change in the defocus value than

at higher resolution. Finally, the measured average de-

focus of an image of ice-embedded single protein par-

ticles will deviate from the true defocus of individual
particles because the particles will, in general, assume

different depths in the ice (for example, see van Heel

et al., 2000; Zhu et al., 1997).

For tilted specimens, the errors in tilt angle and tilt

axis given in Table 4 are again upper limits as errors in

the crystallographic values obtained using the computer

program EMTILT (Crowther et al., 1996) are not

known and were not taken into account. Table 4 sug-
gests that our new computer program CTFTILT can

determine the tilt angle to within 1�, and the tilt axis to

within 2.5�. The determined values for tilt angle and axis

serve, therefore, as good starting values for images of

2D crystals to merge a data set and calculate a pre-

liminary 3D structure that can be used for subsequent

parameter refinement using crystallographic methods.

When images of untilted and slightly tilted specimens
are analyzed that do not contain contrast from a carbon

support film, the error in the tilt angle measurement is

higher, about 6� (see Table 6).

The algorithms in CTFFIND3 and CTFTILT fail

occasionally, as shown in Tables 2, 3, 5, and 6. The

analysis of untilted images containing carbon film (Ta-

ble 2) is the most robust and failures were only detected

for certain combinations of input parameters when the
algorithm failed in 100% of the images tested. When no

carbon film is present, CTFFIND3 fails at a rate of

about 5% or less (Table 3). The CTFTILT algorithm has

a higher failure rate (between 7 and 21%, see Table 5)

for two reasons: First, it must determine a larger num-

ber of parameters, and second, it uses a noisier average

power spectrum to determine initial defocus values in

the center of the image. Not only is this power spectrum
average derived from a smaller area of the image com-

pared with the entire image used in CTFFIND3, but the

defocus is also variable across this small area. This de-

focus variability will attenuate the Thon rings in a di-

rection of the average power spectrum perpendicular to

the tilt axis, making it more difficult to achieve a good

fit. Consequently, the rate of failure of CTFTILT is

highest for the images of the 60� tilted specimens (Table
5). Finally, the images of the tilted 2D crystals tested in

Tables 4 and 5 were recorded at 300 kV. Compared to

images recorded at 200 kV and lower, the contrast in

these images is weakened (Miyazawa et al., 1999),

making the fitting of the Thon rings again more difficult.

The rate of failure is about 10% (Table 6) when used on

images of specimens with small or no tilt that do not

contain contrast from a carbon film. Failure of the al-
gorithm usually produces defocus values and tilt angles

that differ substantially from values obtained for other

images in the same data set (see Tables 2 and 5), making

those cases easy to detect. In some cases, however, the

failure consists of smaller deviations from the correct

values. If a failure of the algorithm remains undetected

for a small part of the images, correction for the CTF
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based on the incorrectly determined defocus or tilt val-
ues will produce erroneous phases. These are detectable

at a later stage in the processing of these images by

comparing the data with an average based on the entire

data set.

5. Conclusions

We have developed two computer programs, CTF-

FIND3 and CTFTILT, that determine defocus and

astigmatism in images of untilted specimens, and de-

focus, astigmatism tilt angle, and tilt axis direction in

images of tilted specimens, respectively. The programs
run fully automatically and can determine defocus and

tilt parameters with high accuracy. The accuracy of the

algorithms were tested on untilted and tilted images of

two-dimensional crystals with known defocus and tilt

values, and on images of untilted and slightly tilted

specimens of single protein complexes. The robustness

of the algorithms was evaluated using a number of dif-

ferent input control parameters. The universal applica-
bility of the algorithms will simplify current procedures

for the processing of images of biological specimens to

high resolution when correction of the contrast transfer

function is required.
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