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Abstract—The proliferation of knowledge-sharing communities
such as Wikipedia and the progress in scalable information
extraction from Web and text sources has enabled the automatic
construction of very large knowledge bases. Recent endeavors of
this kind include academic research projects such as DBpedia,
KnowItAll, Probase, ReadTheWeb, and YAGO, as well as indus-
trial ones such as Freebase and Trueknowledge. These projects
provide automatically constructed knowledge bases of facts
about named entities, their semantic classes, and their mutual
relationships. Such world knowledge in turn enables cognitive
applications and knowledge-centric services like disambiguating
natural-language text, deep question answering, and semantic
search for entities and relations in Web and enterprise data.
Prominent examples of how knowledge bases can be harnessed
include the Google Knowledge Graph and the IBM Watson
question answering system. This tutorial presents state-of-the-
art methods, recent advances, research opportunities, and open
challenges along this avenue of knowledge harvesting and its
applications.

I. MOTIVATION

Knowledge harvesting from Web and text sources has
become a major research avenue in the last five years. It is
the core methodology for the automatic construction of large
knowledge bases [1], [2], going beyond manually compiled
knowledge collections like Cyc [13], WordNet [9], and a vari-
ety of ontologies [17]. Salient projects with publicly available
resources include KnowItAll [7], [4], [8], ConceptNet (MIT)
[16], DBpedia [3], Freebase [5], NELL [6], WikiTaxonomy
[15], and YAGO [18], [11] (our own project at the Max
Planck Institute for Informatics). Commercial interest has
been strongly growing, with evidence by projects like the
Google Knowledge Graph, the EntityCube (Renlifang) project
at Microsoft Research [14], and the use of public knowledge
bases for type coercion in IBM’s Watson project [12].

These knowledge bases contain many millions of entities,
organized in hundreds to hundred thousands of semantic
classes, and hundred millions of relational facts between enti-
ties. All this is typically represented in the form of RDF-style
subject-predicate-object (SPO) triples. Moreover, knowledge
resources can be semantically interlinked via owl:sameAs
triples at the entity level, contributing to the Web of Linked
Open Data (LOD) [10]. For example, a knowledge base may
contain the following triples:
(Ennio_Morricone type composer)

(Elvis_Presley type singer)

(composer subclassOf musician)

(composer subclassOf musician)

(Ennio_Morricone bornIn Rome)

(Elvis_Presley buriedIn Graceland)

(Ennio_Morricone wonPrize Academy_Award)

(Elvis_Presley wonPrize Grammy)

(Maestro_Morricone sameAs Ennio_Morricone)

(Elvis_Presley hasName "The King")

Knowledge bases are a key asset for many kinds of intel-
ligent applications, including question answering, reasoning
tasks, semantic search over web contents and social media,
contents analytics, and more.

Large knowledge bases are typically built by mining and
distilling information from sources like Wikipedia which offer
high-quality semi-structured elements (infoboxes, categories,
tables, lists), but many projects also tap into extracting knowl-
edge from arbitrary Web pages and natural-language texts.
Despite great advances in these regards, there are still many
challenges regarding the scale of the methodology and the
scope and depth of the harvested knowledge:

• covering more entities beyond Wikipedia and discovering
newly emerging entities,

• increasing the number of facts about entities and extracting
more interesting relationship types in an open manner,

• capturing the temporal scope of relational facts,
• tapping into multilingual inputs such as Wikipedia editions

in many different languages,
• extending fact-oriented knowledge bases with common-

sense knowledge and (soft) rules,
• detecting and disambiguating entity mentions in natural

language text, and
• large-scale sameAs linkage across many knowledge and

data sources.

This 90-minute tutorial will give an overview on knowledge
harvesting and will discuss hot topics in this field, pointing out
research opportunities and open challenges. As the relevant
literature is widely dispersed across different communities,
we also venture into the neighboring venues of Web Mining,
Artificial Intelligence, Natural Language Processing, Semantic
Web, and Data Management. The presentation will be struc-
tured according to the following sections and subsections. The
first part covers the realm of knowledge harvesting. The second
part covers knowledge linking.
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II. KNOWLEDGE HARVESTING

A. Harvesting Entities and Classes

Every entity in a knowledge base (such as
Elvis_Presley) belongs to one or multiple classes
(such as singer). These classes are organized into a
taxonomy, where more special classes (such as singer)
are subsumed by more general classes (such as person).
WordNet [3] already contains a large number of classes.
Wikipedia, in contrast, contains a large number of entities.
By intelligently mapping Wikipedia categories to WordNet,
projects like Yago [9] and WikiTaxonomy [7] have managed
to build very large taxonomies.

Alternative work has been pursuing the goal of populating
classes ab initio, that is, without resorting to Wikipedia-
style sources. Set-expansion methods, typically bootstrapped
with a few seed instances, exploit special patterns in natural-
language sentences or Web tables (e.g., [1], [2], [4], [5], [6],
[11]). The results are usually smaller and noisier than the
above knowledge bases. However, for capturing class instances
that cannot be found in Wikipedia, Web-based methods are
indispensable. Harvesting long-tail entities (e.g., electronics
products, or less notable musicians, scientists, etc.) keeps
being a demanding research issue.
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B. Harvesting Relational Facts

For factual knowledge about entities, most work has focused
on instances of binary relations, disregarding higher-arity
cases. Examples are:
(Ennio_Morricone composed Ecstasy_of_Gold)

(Elvis_Presley sang In_the_Ghetto).
Gathering and cleaning such facts involves finding pairs of
entities, in text or semi-structured tables, and inferring which
relationships hold between them. To this end, methods from
pattern matching (e.g., regular expressions), computational
linguistics (e.g., dependency parsing), statistical learning (e.g.,
factor graphs and MLN’s), and logical consistency reasoning
(e.g., weighted MaxSat or ILP solvers) are combined in many
interesting ways.

Terminological diversity in the ways how relations are
referred to (e.g., bornIn versus birthplace) need to be
reconciled automatically, but this issue becomes easier with
wider adoption of standardized vocabularies like schema.org
or (class-specific) infobox templates in Wikipedia. Hot re-
search also addresses the scalability challenge, robustness to
noise, and the ability to tap into the long tail of facts while
minimizing the amount of human supervision. [8], [22], [25]
survey these methods; further references on original work are
given below.
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C. Open-Domain Extraction

No knowledge base can ever be fully complete. New, so far
uncovered entities become important or come into existence.
This is considered only very partially in Wikipedia-centric
knowledge harvesting. Moreover, many knowledge bases focus
on a prespecified set of relations, often oriented towards fre-
quent or particularly clean properties in Wikipedia infoboxes.
The number of relation types in DBpedia, Freebase, NELL,
and YAGO ranges from about a hundred to several thousands,
thus missing out on many interesting relationships.

Open information extraction (IE) [1] aims to close this gap,
by aggressively tapping into noun phrases as entity candidates
and verbal phrases as prototypic patterns for relations. Exam-
ple “factoids” or “statements” from this approach could be:
("Elvis" "alive and seen in" "Tibet")

("Tarantino" "picked music by" "the maestro")

While increasing recall this way, the result tends to be noisy
and degrades precision. Thus, this is an active research area
of great importance.
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D. Harvesting Temporal, Multilingual, Visual, and Common-
sense Knowledge

Relationships like presidents of countries, CEOs of
companies, and even spouses change from time to time. Thus,
a rich knowledge base should be aware of the timespans
during which certain facts hold and of the timepoints at
which certain events happen. For example, we would like to
capture:
id1:(Elvis_Presley marriedTo

Priscilla_Presley)

id2:(id1 validDuring [1967,1973])

id3:(Ennio_Morricone wonPrize Academy_Award)

id4:(id3 happenedOn 25-February-2007)

where SPO-triples can be reified (via identifiers) in other
triples about temporal properties. This calls for a temporal
dimension [17] in the process of knowledge harvesting – a
recently tackled and widely open research challenge [4], [6],
[13], [14], [19], [20].

There is also a multilingual dimension in knowledge har-
vesting: aiming to capture names and surface expressions for
entities, classes, and general concepts from many different
languages and cultural contexts [1], [2], [8], [9], [12]. Visual
knowledge like images for entities and classes, and their
properties (e.g., typical shapes, sizes, geometric features) are
another direction to pursue [3], [10], [16]. Here, ImageNet is
the most prominent project that populates ten thousands of
WordNet classes with photos [3].

Finally, a dimension that complements factual knowledge
is commonsense knowledge: properties and rules that every
child knows but are hard to acquire by a computer. Machines
should have formal representations of statements such as:
(pasta hasTexture al_dente)

(steak hasTexture tender)

∀x:(x type composer) ⇒∃y:(x playsInstrument y)

∀x,y:(x type deadPeople) ⇒ ¬(x sightedAt y)
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III. KNOWLEDGE LINKING

A. Named-Entity Disambiguation

When extracting knowledge from text or tables, entities
are first seen only in surface form: by names (e.g., “Elvis”)
or phrases (e.g., “the late rock and roll idol”). Such entity
mentions are often highly ambiguous; mapping them to canon-
icalized entities registered in a knowledge base is known as the
task of named-entity disambiguation, NED for short. State-of-
the-art NED methods [13], [9], [7] combine context similarity
between the surroundings of a mention and salient phrases
associated with an entity, with coherence measures for two or
more entities co-occurring together. Although these principles
are well understood, NED remains an active research area
towards improving robustness, scalability, and coverage.
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B. Entity Linkage

Even when entities are explicitly marked in structured or
semi-structured data (e.g., RDF triples), the problem arises
to tell whether two entities are the same or not. This is a
variant of the classical record-linkage problem (aka. entity
matching, entity resolution, entity de-duplication), with the
additional requirement to map also relations and schema
information. For knowledge bases and Linked Open Data [5],
it is of particular interest because of the need for generating
and maintaining owl:sameAs information across knowledge
resources. Surveys on record-linkage methods are given by
[3], [7], [10]. Referencs on recent work, often using statistical
learning and graph algorithms, are given below.
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[2] C. Böhm et al.: LINDA: Distributed Web-of-Data-Scale Entity Match-
ing. CIKM 2012

[3] A.K. Elmagarmid, P.G. Ipeirotis, V.S. Verykios: Duplicate Record De-
tection: A Survey. IEEE Trans. Knowl. Data Eng. 19(1): 1-16 (2007)

[4] R. Hall, C.A. Sutton, A. McCallum: Unsupervised deduplication using
cross-field dependencies. KDD 2008

[5] T. Heath, C. Bizer: Linked Data: Evolving the Web into a Global Data
Space. Morgan&Claypool, 2011

[6] A.Hogan et al.: Scalable and distributed methods for entity matching. J.
Web Sem. 10, 2012
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