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Abstract We present ACACIA, an agent-based program

implemented in Java StarLogo 2.0 that simulates a two-

dimensional microworld populated by agents, obstacles

and goals. Our program simulates how agents can reach

long-term goals by following sensorial-motor couplings

(SMCs) that control how the agents interact with their

environment and other agents through a process of local

categorization. Thus, while acting in accordance with this

set of SMCs, the agents reach their goals through the

emergence of global behaviors. This agent-based simula-

tion program would allow us to understand some

psychological processes such as planning behavior from

the point of view that the complexity of these processes is

the result of agent–environment interaction.

Keywords Agent-based simulation � Long-term goals �
Local categorization

Introduction

In the last years, some approaches state that behavior

emerges from the interaction of the organism with the

environment (Bakker 2000; Brooks 1999; Holland 1995;

Maes 1997; Meyer and Guillot 1991). In fact, many com-

plex global behavioral events emerge from decentralized,

independent components that interact among them and

with the local environment. Some examples include traffic

jams (Resnick 1994), coordinated motion group such as

bird flocking (Reynolds 1993), herds (Werner and Dyer

1992), pedestrian behavior (Schreckenberg and Sharma

2002), and robots collecting objects (Maris and te Boek-

horst 1996). In all those systems, a set of local rules is

organized in terms of the actions to be performed in order

to respond to the circumstances of the immediate envi-

ronment. These local rules, defined as sensory-motor

couplings (SMCs) by Braitenberg (1984), guide the

organism–environment interaction.

The aim of the agent-based simulation approach is to

emulate the behavior of natural organisms in complex,

dynamic environments. By creating an artificial agent

able to perform certain behaviors in a virtual environ-

ment, it is possible to try to determine the internal

mechanisms underlying these behaviors. We present

ACACIA, an agent-based simulation program that simu-

lates a multi-agent system where agents interact with

their environment and other agents in order to reach

long-term goals (Zibetti et al. 2001a), which are defined

here as places that are desirable for the agents and that

may be some distance away. The program shows how the

agents can reach a long-term goal based on a set of

SMCs that controls the agent’s local interaction with its

environment and with other agents. The set of SMCs

does not specify a global internal representation of the

environment or a sequence of steps necessary to reach

the goal; rather, it is a process of local categorization that

determines how the agent relates locally with objects and

other agents in its environment (Zibetti et al. 2001b).
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Thus, through the SMCs the agent groups and differen-

tiates the entities in its environment based both on their

physical properties and on the task the agent must per-

form. In the next sections, we show how the program

works, some previous results using the program and an

example of a simulation experiment that illustrates

ACACIA’s abilities.

The ACACIA program

ACACIA is implemented in StarLogo (Colella et al. 2001;

Resnick 1994), a programmable environment designed to

model multi-agent simulation systems. It was developed

using the Java StarLogo 2.0 version, which runs on dif-

ferent operating systems, including Windows, Mac OS and

Linux. The program simulates a discrete, two-dimensional

microworld that can be either a torus or a closed space

surrounded by walls. In both cases, the surface is divided

into 50 9 50 square cells (or patches). The microworld

contains three different kinds of entities: goals, obstacles,

and agents (see Fig. 1).

Goals

Goals are static entities that are sought by agents. Goals

are shown red on the screen and each one occupies one

patch, or location. When the simulation starts, goals are

scattered randomly throughout the microworld. The

number of goals can vary from 1 to 20 and is set by the

user.

Obstacles

Obstacles are areas composed of many contiguous patches

that cannot be occupied by agents and which agents cannot

see through. Obstacles are shown yellow on the screen, and

are randomly distributed throughout the microworld, their

number (0–20) and shape (regular/irregular) being set by

the user.

Agents

Agents have two-dimensional coordinates that specify their

positions at time t, and headings that indicate the directions

of their movements. An agent can move one cell or patch per

time unit in any direction relative to its current position.

Agents scan their neighborhood in order to identify different

kinds of entities (goals, obstacles, and other agents) that they

might encounter while exploring the environment. This

mechanism has three parameters (a) neighborhood radius or

depth of the agent’s field of perception; (b) neighborhood

angle or width of the agent’s field of perception; and (c) scan

resolution, which specifies how precise the agent’s percep-

tion is within its neighborhood. The higher the resolution the

greater the number of patches the agent can scan. The three

parameters define a dynamic perceptual field in front of each

agent so that only goals, other agents, and obstacles that lie

in that field can be currently perceived by it.

Depending on the entities currently detected by an

agent, its ‘‘internal’’ status can change (agent statuses are

represented by different colors on the computer screen,

which can be detected by other agents). The initial status

Fig. 1 The ACACIA screen,

displaying the entities in the

microworld and the sliders that

allow the user to manipulate the

simulation parameters
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for all the agents is ‘‘explorer’’, as they explore the envi-

ronment looking for goals. When an agent reaches a goal,

its status changes to ‘‘rich’’; rich agents do not react to

other entities; instead, they keep moving straight ahead in a

random direction from the patch where the previous goal

was located until they encounter an obstacle or a wall, then

they disappear from the microworld because they have

already reached the goal. The reason why rich agents do

not disappear as soon as they reach the goal is that we felt

this new information could be used by the other agents to

reach it as well. If different entities are simultaneously

detected in the neighborhood, then goals have priority over

agents, and agents have priority over obstacles.

An explorer agent has five hierarchical SMCs that allow it

to respond differently to the entities in the environment: (a)

SMC-I If an agent is exploring the environment and it detects

a goal, then the agent sets the coordinates of the goal as its

target location, and moves one patch forward. (b) SMC-II If

an agent is exploring and it detects a rich agent in its

neighborhood, then the former sets its heading opposite to

that of the rich agent, then it moves one patch forward;

moving in a direction opposite to that of a rich agent may be

a successful behavior because the rich agent is coming from

a goal. (c) SMC-III If an agent is exploring and detects

another explorer agent in its neighborhood, then the former

first checks whether their headings are similar (within a

tolerance limit defined by the user) and, if so, it sets its new

heading so that it is the same as that of the latter, and then

moves one patch forward; moving in the same direction as

another explorer agent that is ahead may be a successful

behavior because the latter might have already seen a goal

and be heading toward it. (d) SMC-IV If an obstacle or a wall

is detected, the agent first checks whether it had already

detected an obstacle or a wall in the previous simulation

step. If not so, it changes its heading 908 randomly to the left

or to the right; otherwise the agent changes its heading 908 to

the left if it had previously changed it to the left or 908 to the

right if it had previously changed it to the right; it then moves

one patch forward, provided there is no obstacle or wall in

the patch to be occupied. Finally, (e) SMC-V If no entity is

detected, the agent simply moves forward one patch fol-

lowing its heading and continues exploring.

The user can selectively set on or off SMCs II, III and

IV for all explorer agents while the simulation is running.

If the three SMCs are set on and an explorer agent

simultaneously meets a rich agent, an explorer agent and an

obstacle, SMC-II has priority over SMC-III and -IV.

Running ACACIA

When the program is run, two StarLogo windows are dis-

played on the screen. One contains the procedures coded in

StarLogo language and the other shows the ACACIA vir-

tual microworld. Buttons and sliders for controlling

simulation parameters are also shown (see Fig. 1). Other

windows are: (a) an output window that shows a summary

of the parameters and the values of some specific depen-

dent variables as the simulation progresses (e.g., the

percentage of agents reaching the goal, the percentage of

agents acting in accordance with SMC-III, and so on); (b) a

graphical window showing those dependent variables as

time series; and (c) an information window that provides

details of the main features of the simulator and how it

works.

The simulation dynamics vary depending on the

microworld parameters. In previous experiments, we found

that when the agents’ perceptual ability was limited by

defining a neighborhood radius equal to ten patches, setting

SMC-III on enabled agents to reach the goal. Moreover, a

collective searching behavior emerged, whereby agents

followed each other. Note that no specific SMC for the

agents defined such collective searching behavior (Miñano

and Beltran 2004). We also found that SMC-II (whereby

agents headed in the opposite direction when they met rich

agents) also increased the probability of reaching the goal.

As more agents reached the goal, there were more oppor-

tunities for the other agents to see them and to act in

accordance with SMC-II. Thus, the activation of SMC-II

produced an emergent global migration of the agents to the

goal. Nevertheless, this collective migration was not

specified in an SMC (Miñano and Zibetti 2005).

In summary, we observed that the limited perceptual

features of the agents were compensated by a collective

behavior emerging from the activation of SMC-II and/or

SMC-III. Like other computer models (Couzin et al. 2002;

Epstein and Axtell 1996; Hemelrijk 1996, 2003), local

interaction among agents results in cognitive optimization,

i.e. ‘‘collaboration’’ among individuals enables agents to

create global patterns of collective behavior that allow

every individual agent to achieve its adaptive aims

(Kennedy and Eberhart 2001). Based on our previous

results and in order to illustrate the ACACIA features, we

tried to find out whether setting SMC-III on also com-

pensated for the disadvantage of having a narrower

neighborhood angle.

Method

We performed a series of simulations. For each simulation,

we set one goal and 50 randomly distributed agents, with

random headings and a neighborhood radius of 10 patches

and a scan resolution of 10 scan lines. We systematically

varied the independent variables according to a three-factor

design: 2 (SMC-III on or off) 9 2 (neighborhood angle 1208
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or 1808) 9 2 (0 or 5 obstacles). One sixty independent

simulations were run for each design cell, thus there were

1,280 simulations in all. We measured the percentage of

agents that reached the goal after 400 simulation steps as a

dependent variable.

Results and discussion

An analysis of variance was performed on the percentage of

agents that reached the goal. The results showed statistically

significant effects for the three main factors: (a) when the

neighborhood angle was set to 1808, a greater percentage

of agents reached the goal than when it was set to

1208 (M = 40.32 and 34.54, respectively; F1,1272 = 45.45,

P \ 0.0001); (b) a higher percentage of agents reached the

goal when SMC-III was on than when it was off (M = 41.84

and 33.02, respectively; F1,1272 = 105.78, P \ 0.0001); and

(c) the presence of obstacles decreased the percentage of

agents reaching the goal, compared with when there were no

obstacles (M = 32.01 and 42.85, respectively; F1,1272 =

159.78, P \ 0.0001). The analysis of variance also indicated

statistically significant effects between neighborhood angle

and number of obstacles (F1,1272 = 5.20, P \ 0.05), but not

between neighborhood angle and SMC-III, between SMC-

III and number of obstacles, and between the three factors.

The results show that a neighborhood angle of 1808
increased the agents’ chances of reaching the goal, even

when the complexity of the environment was increased to

five obstacles. When SMC-III was set on results in an

increase of the number of the agents reaching the goal.

Nevertheless, contrarily to what we expected, the percep-

tual disadvantage of the agents with a neighborhood angle

of 1208 was not compensated by setting SMC-III on.

However, some results of this simulation experiment con-

firmed previous findings about SMC-III (Miñano and

Beltran 2004).

Final comments

We have shown that in some cases it is possible to reach a

long-term goal through the collective behavior that emerges

from a set of sensorial-motor couplings, and it is not neces-

sary for the agent to generate an overall representation of its

environment. Thus, self-organized cognition based on a set

of sensorial-motor couplings could show a promising way to

implement complex behavior and reasoning. Therefore, in a

future version, in order to improve the performance of the

ACACIA agents, they should build on their knowledge

through learning (as they would be initially naı̈ve about their

environment); it could be made possible by implementing a

learning-classification system in each agent (Holland 1995).

Other features to be included in future versions are individual

differences in the agents’ learning and perception, percep-

tion errors (e.g., agents could mistake goals for obstacles)

and inter-agent communication.

Availability

ACACIA can be downloaded from http://www.ub.es/

comporta/gcai.htm. To run it on Windows, Java Runtime

Environment and StarLogo 2.21 must be preinstalled.

StarLogo 2.21 can be downloaded from http://education.

mit.edu/starlogo/.
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Miñano M, Beltran FS (2004) Reaching long-term goals based on

local interaction between the organism and its environment:

computer simulations based on adaptive behavior. Percept Mot

Skills 99:27–33
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Resnick M (1994) Turtles, termites and traffic jams: explorations in

massively parallel microworlds. MIT Press, Cambridge

Reynolds CW (1993) An evolved, vision-based behavioral model of

coordinated group motion. In: Meyer JA, Roitblat HL, Wilson

SW (eds) From animals to animats 2: proceedings of the second

international conference on simulation of adaptive behavior.

MIT Press, Cambridge, pp 384–392

Schreckenberg M, Sharma SD (eds) (2002) Pedestrian and evacuation

dynamics. Springer, New York

Werner GM, Dyer MG (1992) Evolution of herding behaviour in

artificial animals. In: Meyer JA, Roitblat HL, Wilson SW (eds)

From animals to animats 2: proceedings of the second interna-

tional conference on simulation of adaptive behaviour. MIT

Press, Cambridge, pp 393–399

Zibetti E, Quera V, Beltran FS, Tijus C (2001a) Contextual

categorization: a mechanism linking perception and knowledge

in modelling and simulating perceived events as actions. In:

Akman V, Bouquet P, Thomason R, Young RA (eds) Modeling

and using context. Springer, Berlin, pp 395–408

Zibetti E, Quera V, Tijus C, Beltran FS (2001b) Reasoning based on

categorisation for interpreting and acting: a first approach. Mind

Soc 4(2):89–106

Cogn Process (2009) 10:95–99 99

123


	ACACIA: an agent-based program for simulating behavior �to reach long-term goals
	Abstract
	Introduction
	The ACACIA program
	Goals
	Obstacles
	Agents

	Running ACACIA
	Method
	Results and discussion
	Final comments
	Availability
	Acknowledgments
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


