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Abstract. This paper describes our contribution to the English En-
trance Exams task of CLEF 2015, which requires participating systems
to automatically solve multiple choice reading comprehension tasks. We
use a combination of text segmentation and different similarity measures
with the aim of exploiting two observed aspects of tests: 1) the often
linear relationship between reading text and test questions and 2) the
differences in linguistic encoding of content in distractor answers vs. the
correct answer.
Using features based on these characteristics, we train a ranking SVM
in order to learn answer preferences. In the official 2015 competition we
achieve a c@1 score of 0.29, a medium but encouraging result. We identify
two main issues that pave the way towards further research.

Keywords: Short Answer Assessment, Question Answering, Reading
Comprehension

1 Introduction

Computational approaches to comparing and evaluating meaning of language
have been the focus of much research in the last years, as demonstrated by shared
tasks such as Recognizing Textual Entailment [6] and various SemEval tasks, e.g.
Semantic Textual Similarity [1]. While earlier work concentrated on comparing
the meaning of sentences and text fragments in isolation, there has been a trend
towards contextualizing such tasks in a concrete application scenario, such as
evaluating learner answers to comprehension questions, as in the 2013 Joint
Student Response Analysis and Recognizing Textual Entailment task [7]. Our
core research focus lies in the same area, and we have participated competitively
in the latter task [13].

In this paper, we describe our contribution to the 2015 English Entrance Ex-
ams task, a relatively new development in the area. It is similar to our core task
of Short Answer Evaluation in that both require evaluation of answers to ques-
tions about a text, but differs in that it is a multiple choice task and hence does
not include reference answers to which student input can directly be compared.
The objective of the Entrance Exams task is to build a system which assumes the
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role of a test-taker in multiple choice reading comprehension exams. As a subtask
of the CLEF Question Answering track, the task involves both pinpointing the
location of relevant text passages and recognizing the meaning equivalence or
difference of answer candidates, making it an especially challenging undertaking.

However, the task provides an interesting testbed for various research ques-
tions concerning reading comprehension. Among these, one is of particular in-
terest to us: Given a question and a text, how can one accurately and robustly
pinpoint to the relevant part in the text? In participating in the Entrance Exams
task, we hope to cover some way towards answering that question.

The structure of the paper is as follows: section 2 gives an overview of the data
used, and section 3 explains our approach to the task. Section 4 then discusses
results and problems before section 6 concludes the paper.

2 Data

The data as provided by the task organizers is comprised of English reading tests
posed as an entrance requirement at Japanese universities. Every reading test
consists of a text, three to seven questions, and four answer candidates to every
question. Out of the answer candidates, exactly one is correct, which sets the
random baseline to 25%. The texts are mostly fictional in nature, which is likely
intentional because world knowledge would interfere with language competence
in factual texts: for example, a specialized text on spiders would be easier for
students with prior knowledge of zoology than for those without, regardless of
their language skills.

Figure 1 shows an example of a test with one question and its four answer
candidates. The correct answer to People are normally regarded as old when
according to the text is c) they are judged to be old by society. The relevant
information can be found in the fourth sentence of the text: But in general,
people are old when society considers them to be old, that is, when they retire
from work at around the age of sixty or sixty-five. In this case, the test-taker needs
to recognize that consider and judge are synonyms according to the context.

The task organizers provided the data from the 2013 and 2014 editions of
the Entrance Exams task as training data, which are both approximately equal
in size and do not overlap in language material. The 2015 data set is larger, with
19 reading tests as compared to the 12 in the previous editions. Table 1 gives an
overview of the three data sets.

Data set # tests # questions Ø questions/text Ø words/text

2013 12 60 5.0 624.3
2014 12 56 4.7 520.0
2015 19 89 4.7 481.6

Table 1. Statistics for the 2013, 2014 and 2015 data sets



Text: When is a person old? There are many individuals who still seem
’young’ at seventy or more, while others appear ’old’ in their fifties.
From another point of view, sumo wrestlers, for instance, are ’old’
in their thirties, whereas artists’ best years may come in their sixties
or even later. But in general, people are old when society considers
them to be old, that is, when they retire from work at around the
age of sixty or sixty-five. Nowadays, however, the demand for new
work skills is making more and more individuals old before their time.
Although older workers tend to be dependable, and have much to
offer from their many years of experience, they are put at a disadvan-
tage by rapid developments in technology. Older people usually find
it more difficult to acquire the new skills required by technological
changes, and they do not enjoy the same educational opportunities
as young workers. When they finally leave work and retire, people
face further problems. The majority receive little or no assistance in
adjusting to their new situation in the community. Moreover, since
society at present appears to have no clear picture of what place
its older members should occupy, it is unable to offer them enough
opportunities to have satisfying social roles after they retire. In the
past, the old used to be looked upon as experts in solving various
problems of life. Today, however, they are no longer regarded as such
and are seldom expected to play significant roles in social, economic
and community affairs. With the number of older people in the pop-
ulation rapidly increasing, we need greatly to increase and improve
the opportunities provided for them so that they can participate in
society with dignity and respect.

Question: People are normally regarded as old when

Answer Candidates: a) they are in their fifties
b) they are judged to be old by to society (correct)
c) they consider themselves too old to work
d) they reach the age of seventy

Fig. 1. Example reading test with text, question and answer candidates



3 Our Approach

As mentioned in the introduction, the Entrance Exams task can be seen as a
two-step problem: one needs to 1) identify the part of the text that a question is
about and 2) identify the answer whose meaning is expressed in that text part.
While 1) is mainly needed to narrow down the search space, 2) is where the
test-taker needs to demonstrate their grasp of the content.

We will first give a short overview of our approach before going into more
detail on how each step was handled. Part 1), which we will call Text Segment
Identification for the purposes of this paper, was accomplished by i) using a
text segmentation algorithm to partition the text into meaningful paragraphs
and ii) comparing the question to each paragraph using a similarity metric. The
result is an ordering of paragraphs by similarity to the question. Part 2), which
will be called Answer Selection was tackled by a) extracting different similarity
features of each answer candidate to each paragraph in the order determined
before, and b) using these features to train a ranking SVM model for pairwise
answer candidate comparison.

3.1 Pre-processing and Architecture

As a prerequisite to the later steps, a certain amount of pre-processing needs to
be done. The whole architecture of our system was realized using the UIMA
framework [8], with DKPro Core [3] for the pre-processing components and
DKPro Similarity [2] for the similarity metrics. We experimented with differ-
ent options, but the final set of NLP components was the one shown in Table 2.
Most of the pre-processing is needed in order to perform coreference resolution,
which we use to resolve each coreferent expression to its first mention before we
apply any similarity metrics.

Task Component

Sentence Segmentation, Tokenization, Stanford CoreNLP [11]
Named Entity Recognition,
Lemmatization,
POS tagging,
Coreference Resolution
Constituency Parsing Berkeley Parser [15]
Dependency Parsing MaltParser [12]
Semantic Role Labeling Clear SRL [5]

Table 2. NLP components used in our system via DKPro Core

3.2 Text Segment Identification

In order to find meaningful text segments, we employed the C99 text segmenta-
tion algorithm [4], which groups sentences based on their similarity. The algo-



rithm optionally takes the desired number of segments as an argument, which
we used in order to get the same number of segments, and hence answer features
computed, for every question-text combination. By applying C99 without that
parameter first and observing its behaviour, we found that four text segments
were chosen in most cases and used that setting.

In order to determine the similarity of the question and the different text
fragments, we employed the VectorIndexSourceRelatedness measure from
DKPro, a vector-based metric using an index derived from the English Wik-
tionary corpus. We complemented this measure by exploiting a fact that we
observed about the reading tests: in many cases, the questions follow the text
in a linear fashion, i.e. question 1 will likely be answered in the beginning of
the text whereas question 4 will probably be answered near the end. Thus, we
calculated a weight w for the similarity metric as follows:

w = min(numq, numt)/max(numq, numt) (1)

where numq is the number of the current question and numt is the number
of the current text fragment. Using this weight, we penalize similarity scores of
question–fragment combinations whose relative position is very different, while
leaving those whose relative position is the same unchanged.

The result of the procedure above is an ordering of text fragments for each
question by weighted similarity score.

3.3 Answer Selection

In the Answer Selection step, our goal is to extract features for each answer can-
didate that allow a characterization of its adequacy. To that end, we compare
each answer candidate to each text fragment using three different similarity met-
rics: the vector-space measure we already used in the previous step, the Resnik
similarity measure based on WordNet [16], and the Greedy String Tiling al-
gorithm [18] with a minimum match length of 3. The idea behind using these
measures of differing linguistic depth was to capture whether answer candidates
are expressed literally in the text or whether more language understanding was
necessary to compare their meaning to that in the text. Following some manual
inspection of training data, we hypothesized that false answer candidates would
often be those that can be found literally in the text whereas the correct one
would require more work for the test-taker. Consider again the example in Fig-
ure 1, where the correct answer requires the knowledge that consider and judge
are synonymous in the context.

The three similarity measures were extracted for every combination of an-
swer candidate and text fragment, in the order determined by the Text Segment
Identification step. The ordering is crucial because the feature positions then en-
code whether a given measure was obtained on a fragment close to the question
or not. In addition to the similarity measures, we also calculated the overlap
of dependency head words and the overlap of semantic roles between answer
candidate and text fragment.



The features obtained were used to train a ranking Support Vector Machine
[10]. We used the SVMRank implementation1 with hyperparameter c = 20.
Ranking was chosen as the preferred approach because it allows characterization
of answer candidates in relation to each other and it eliminates the problem of
ties, i.e. that two given answer candidates are judged to be equally good and no
winner can be determined.

4 Results

In this section, we report and discuss the results we obtained. We first briefly
describe the experiment setup before turning to the results proper.

4.1 Experiment Setup

We used the 2014 data set as our training set and the 2013 data set as the
development set. This was purely arbitrary, as in principle any setup that has
completely distinct training and development sets is valid. Both data sets are
approximately equal in size with 12 reading tests and 58± 2 questions. We used
the development set to select the combination of components and measures we
would use for the final submission, and we submitted one run only. For training
the final model and testing on the official 2015 test data, we naturally used both
training and development data. We did not make use of the possibility not to
answer some of the questions, so accuracy and the official evaluation measure
c@1 [14] are the same in our case.

4.2 Quantitative Results

Table 3 shows the results of our system in relation to the best runs according to
overall c@1 of each participating team on the official 2015 test set. Additionally,
we included the random baseline and the worst submission. A reading test counts
as passed if on the total of its questions one achieves a c@1 score of at least 0.5.

Team Overall c@1 # tests passed

Synapse 0.58 (52/89) 16/19
LIMSI-QAEE 0.36 (32/89) 8/19
cicnlp 0.30 (27/89) 6/19
NTUNLG 0.29 (26/89) 6/19
CoMiC 0.29 (26/89) 5/19
Random 0.25 (22/89) N/A
Worst 0.21 (19/89) 3/19

Table 3. Quantitative results of our submission in relation to others

1 http://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html



As can be observed in the table, our system clearly beats the random baseline.
However, on the one hand, it does not reach the performance level of the currently
top-performing systems. On the other hand, one can observe that there is a steep
drop in c@1 from the top system (Synapse) to the runner-up (LIMSI-QAEE).
With our result of 0.29, we place ourselves exactly in the middle if one considers
all 17 submissions. In the next section, we will try to provide some insight into
what the biggest issues are for our system and what can be done to improve
performance.

5 Discussion

We proceed by first discussing two particular reading tests of the 2015 test set –
one where our system did badly, and one where we achieved the best c@1 score
among all participants. The remainder of this section is dedicated to discussing
the performance of the Text Segment Identification sub-module, since it is of
special interest to our research agenda.

5.1 Example Reading Tests

The text of reading test 2 is about tofu, how it came from China to Japan, is
used differently in both cuisines, and how it became more popular in western
countries as well. Our system did not answer a single question correctly, a fact
which we attribute to two main problems: first, the text is quite short with only
312 words which means there is less room for error in identifying the right text
fragments – if the algorithm is off by one or two sentences, the fragment will
not contain all the necessary information needed to confirm or reject an answer.
Second, the vocabulary is not very diverse across text passages, which makes it
hard to compare meaning based on the essentially term-based similarity metrics
we employ. It seems that what is needed here is a comparison of relations between
terms, not just the terms themselves.

Test 13 is in some ways the opposite of this: it has a long text (738 words)
on the success story of a rock-climber who lost his legs but still wants to climb
the “highest vertical cliff on earth”. Our system achieved a c@1 score of 0.83 on
this test – the best result among all participants. The text contains some rather
specialized vocabulary which differs across text passages, so we assume this is
why our approach does well here.

5.2 Evaluation of Text Segment Identification

As described in section 3.2, our system first ranks the automatically determined
segments of a text according to their similarity to every question. This similarity
additionally is weighted by a linearity weight (see equation 1) to prefer selections
of segments parallel to the linear order of questions to this text.

In order to evaluate the performance of the system’s text segment identifica-
tion module in isolation, the official 2015 test questions were manually annotated



for this subtask after applying the C99 text segmentation algorithm. We then
compared the system’s prediction for the segment containing the answer to a
given question against the manually annotated gold standard segment. For 48
out of 89 questions, the system predicted the correct text segment (micro-average
= 0.54). The macro-average with respect to individual tests was 0.57.

A manual inspection of the test data indicated a less strong parallelism be-
tween the questions and the corresponding segment than we had seen in the
training data. Therefore we ran our system without the linearity weight and
compared the results. Although the total number of correctly predicted text
segments did not change (micro-average = 0.54), the distribution of correctly
predicted segments did decrease (macro-average = 0.53). Moving from accuracy
to correlation, the difference between the system with and without the linear-
ity weight becomes even more evident: both measures exhibit a drop from 0.57
to 0.37, showing that even if our system does not always identify the correct
segment, it gets much closer to doing so by exploiting this task-specific feature.

We also analyzed the tests for which our system predicted all segments cor-
rectly (tests 12 and 16). While test 12 has 4 questions, and the order of the
corresponding segments shows a perfect positive correlation with the question
IDs, test 16 only has 3 questions, but 4 segments. Our system correctly identified
segment 3 as being irrelevant for answering any of the questions.

This analysis shows that our system can distinguish between relevant and
irrelevant segments in certain cases. In a direct comparison, the linearity feature
proved to help modeling aspects of the data, although the system was too biased
towards modeling a linear order, which indicates a need for fine-tuning the weight
of this feature.

5.3 Additional Synonym Feature

Recall our hypothesis from section 3.3 that correct answers tend to paraphrase
content from the text in order to make the recognition task more challenging for
humans. In order to further investigate this hypothesis and better distinguish
between similarity at the word surface level and deeper lexical similarity, we
added an additional feature after our official submission: a similarity score where
all lemmas occurring in both the answer candidate and the text segment were
filtered out before passing the remaining lemmas to the previously mentioned
vector space measure. We tested the result on our development set and found an
improvement of 3.3% (2 out of 60 questions) in c@1 compared to our previous
model, which suggests that it is beneficial to examine how exactly correct answers
differ from false ones.

6 Conclusion

We have presented a new approach to the 2015 English Entrance Exams task.
The system was developed from scratch and is built on the idea of exploiting
reading comprehension task characteristics, such as text structure and the way



distractor answers are constructed. We achieve a c@1 score of 0.29 which is a
medium but encouraging result considering the limited time in which the system
was put together and the various ways in which it could be improved.

As identified by the results discussion, our system could be improved mainly
in two ways. First, a better tuning of our Text Fragment Identification compo-
nent, concerning the number and size of text fragments as these are dependent
on the task and data set. Also, while clearly useful, the linearity weight we used
in order to exploit question order introduced a strong bias. The second strand
concerns the introduction of a representation that allows for the comparison of
relations between entities in answer and text instead of only employing term-
based similarity metrics. One way of achieving this could be to explore the use
of Lexical Resource Semantics [17] in answer comparison, a formalism already
used successfully in Short Answer Assessment [9].
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