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#### Abstract

In this paper we present a new approach to attacking a modular exponentiation and scalar multiplication based by distinguishing multiplications from squaring operations using the instantaneous power consumption. Previous approaches have been able to distinguish these operations based on information of the specific implementation of the embedded algorithm or the relationship between specific plaintexts. The proposed attack exploits the expected Hamming weight of the result of the computed operations. We extrapolate our observations and assess the consequences for elliptic curve cryptosystems when unified formulæ for point addition are used.
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## 1 Introduction

Side channel attacks on RSA [23] target the algorithm for modular exponentiation, the computation of which is dependent on the private key. It has been shown in the literature that an attacker can derive a private key by observing the power consumption during the computation of a naïvely implemented modular exponentiation [17]. This attack targeted implementations of the square and
multiply algorithm, which has been shown to be vulnerable to this technique, referred to as Simple Power Analysis (SPA). This vulnerability was present because the power consumption during the computation of a squaring operation was different to that of a multiplication, and could, therefore, be distinguished by simply monitoring the power consumption trace of the target device. This attack can allow an attacker to simply read the private key from a power consumption trace.

One of the first countermeasures proposed was a square and multiply always algorithm [11], which consists of a squaring operation followed by a (possibly fake) multiplication. While this algorithm achieves the effect of ensuring regular behaviour regardless of the value of the bits of the exponent, it has a large impact on efficiency. A more efficient approach, known as side channel atomicity, was proposed in [10]. While this approach does make the operations computed behave identically in terms of the instantaneous power consumption, other information being processed, such as the operand value being operated on, may leak information and provide an attacker with the necessary insight to recover the private key.

In this paper, we describe an attack that can be applied to algorithms implemented using side channel atomicity [8] without knowledge of the plaintext used. This is possible because the statistically expected Hamming weight of the result of a multiplication and a squaring operation has an exploitable difference, which is visible in the instantaneous power consumption. This highlights the importance of randomising the exponent used to calculate a modular exponentiation. A similar attack was previously proposed in [1] but requires that the architecture of a hardware implementation is known. The attack is also somewhat similar to the attack described in [27]. However, our attack is based on the distribution of the Hamming weights of the values being manipulated by a device, rather than a thorough analysis of the structure of hardware implementations of multipliers $[27,29]$.

In some previously proposed attacks, similar power consumption traces during squaring (or doubling) operations in two separate acquisitions have been exploited by choosing or knowing the plaintexts being manipulated [14,19,30]. However, these attacks can be prevented by blinding the plaintext, and these attacks are not possible when classical padding schemes are used. The advantage of the attack described in this paper is that an attacker does not need any plaintext information. Indeed, we assume that an attacker does not have access to this information.

The implications of the proposed attack are explored further, and we analyse how attacks based on the statistically expected difference in Hamming weight of a multiplication and a squaring operation can be applied to implementations of the elliptic curve point scalar multiplication algorithm central to many elliptic curve schemes.

This paper is organised as follows. Section 2 describes why the Hamming weight is of interest in side channel analysis. Section 3 details the difference in expected Hamming weight between the results of a multiplication and squaring
operation. Section 4 gives practical results using different long integer modular multiplications on a classical ARM7 microprocessor to validate the theoretical analysis given. New attacks based on this difference analysis are presented on public key algorithms in Section 5. In Section 6 we analyse the countermeasures which can be used in implementations of the algorithms discussed. We conclude our research in Section 7.

Notation: The base of a value is determined by a trailing subscript, which is applied to the whole word preceding the subscript. For example, $\mathrm{FE}_{16}$ is 254 expressed in base $16, d=\left(d_{\ell-1}, d_{\ell-2}, \ldots, d_{0}\right)_{2}$ gives a binary expression for $d$.

## 2 The Hamming Weight

It has been demonstrated that in microprocessors the instantaneous power consumption is typically proportional to the Hamming weight of data being manipulated at a given point in time [8]. This difference in Hamming weight was first exploited in [17] to attack block ciphers. In this attack, an attacker acquires $M$ power consumption traces $\left(w_{i}\right.$ for $\left.i \in\{1,2, \ldots, M\}\right)$ during the computation of a block cipher, and chooses one bit $b$ of an intermediate state generated during the computation of a block cipher. For a given hypothesis for a secret key value (or portion of the key) $K$ this bit is predicted and used to determine whether a corresponding power consumption trace is a member of one of two possible sets. The first set $S_{0}$ will contain all the traces where $b$ is equal to zero, and the second set $S_{1}$ will contain all the remaining traces, i.e. where the output bit $b$ is equal to one.

A differential trace $\Delta$ is calculated by finding the average of each set and then subtracting the resulting values from each other, where all operations on waveforms are conducted in a pointwise fashion, i.e. this calculation is conducted on the first point of each acquisition to produce the first point of the differential trace, the second point of each acquisition to produce the second point of the differential trace, etc.

$$
\Delta=\frac{\sum_{w_{i} \in S_{0}} w_{i}}{\left|S_{0}\right|}-\frac{\sum_{w_{i} \in S_{1}} w_{i}}{\left|S_{1}\right|}
$$

A differential trace is produced for each value that $K$ can take. In DES the first subkey will be treated in groups of six bits, so 64 (i.e. $2^{6}$ ) differential traces will be generated to test all the combinations of six bits. The differential trace with the highest peak will validate a hypothesis for $K$.

In this paper we propose a novel attack based on a similar difference in Hamming weight. However, in the proposed attack it is not necessary to predict the value of a bit $b$, as the difference in Hamming weight is produced by the statistically expected Hamming weight of the result of the computed operations. A similar attack was previously proposed in [1] but requires that the architecture of a hardware implementation is known.

Another commonly used model to describe the power consumption is the Hamming distance model [8], where the power consumption is proportional to the Hamming weight of data being manipulated at a given point in time XORed with some previous state. An analysis of how one would perform the proposed attack in this case is beyond the scope of this paper.

In smart card implementations of RSA it has traditionally been necessary to use a cryptographic coprocessor, which would typically be modelled using the Hamming distance model [8]. However, it has been practically demonstrated in [2] that the Hamming weight model applies to many public key implementations using arithmetic coprocessors. Some modern smart card chips are using 32-bit architectures [3,20], which allow for efficient implementations of RSA without requiring a cryptographic coprocessor. In these cases the Hamming weight model is likely to apply.

## 3 Defining the Difference in Hamming Weight

In this section we will describe the difference in Hamming weight of a multiplication and squaring operation for random inputs, to describe why the expected difference in Hamming weight between a multiplication and squaring operation occurs.

If we consider the classical binary method of long integer multiplication, the least significant bit will be set to one, if and only if both least significant bits in the multiplicands are equal to one. The probability of the least significant bit of the output being one is, therefore, equal to $1 / 4$. In the case of a squaring operation the least significant bit will be equal to one if the least significant bit of the input is equal to one. For a random input this will occur with probability $1 / 2$.

The next least significant bit has a higher chance of being equal to one if we consider a multiplication with random inputs. However, if we conduct a squaring operation this bit will always be equal to zero. This is because there are only two bits that could affect this bit in the output. The two values that could affect this bit are $10_{2}$ and $11_{2}$. In the case of $10_{2}$ only the least significant bit in the output is set to one and nothing affects the second bit, in the case of $11_{2}$ both bits will affect the second most significant bit. The bits will therefore cancel and produce a carry. I.e. the output of every squaring operation will be equal to 0 or $1 \bmod 4$.

This reasoning can be continued with increased complexity for more significant bits and will be valid for all bit lengths, until more bits than half the total number of bits being considered are included. After this point the least significant bit ceases to directly affect each bit, and will only have an effect via the carry.

Defining the exact extent of this difference for $n$-bit operands is a non-trivial problem. A method for defining the probability density function of the product of uniformly distributed random variables is defined in [15]. This method defines a means of computing the probability density function of the result of the
product of two random values that are distributed over a continuous uniform distribution. Where, for two random values uniformly distributed in the interval $[0, \ell]$, the product can take every real value in $\left[0, \ell^{2}\right]$. Random values generated in a microprocessor will, by necessity, be distributed on a discrete uniform distribution. If we consider two discrete random values uniformly distributed in the interval $[0, \ell]$, the product cannot take every integer value in $\left[0, \ell^{2}\right]$. This is because no integer value in $\left(\ell, \ell^{2}\right]$ that is coprime with respect to the integer values in $[0, \ell]$ can be made from the product of two discrete random values distributed between $[0, \ell]$. The most efficient method of defining the probability distribution, and computing the expected Hamming weight of the result, is to simply count all the possible outcomes.

We will consider the multiplication and squaring of random values of bit length $n$, with no modular reduction. This is because we are interested in the distribution of the single-precision operations required to compute multi-precision operations. We will therefore assume that the values multiplied together will have an equal bit length. If we consider that the values multiplied together have a bit length of $n$, then the input values are, therefore, uniformly distributed over the integer values in the interval $\left[0,2^{n}-1\right]$.

The difference in the distributions can be demonstrated by evaluating the expected output of a multiplication and a squaring operation by calculating the mean Hamming weight of all the possible results, i.e. the expected Hamming weight of the result of squaring an $n$-bit value, $X$, is calculated as

$$
\mathrm{E}\left(X^{2}\right)=\sum_{i=0}^{2^{n}-1} H\left(i^{2}\right) \cdot \operatorname{Pr}[X=i]=\frac{1}{2^{n}} \sum_{i=0}^{2^{n}-1} H\left(i^{2}\right)
$$

and the Hamming weight of the result of multiplying two $n$-bit values, $X$ and $Y$, is calculated as

$$
\mathrm{E}(X \cdot Y)=\sum_{i=0}^{2^{n}-1} \sum_{j=0}^{2^{n}-1} H(i \cdot j) \cdot \operatorname{Pr}[X=i \wedge Y=j]=\frac{1}{2^{2 n}} \sum_{i=0}^{2^{n}-1} \sum_{j=0}^{2^{n}-1} H(i \cdot j)
$$

where $H$ is a function that computes the Hamming weight in both cases.
This can be readily computed for bit lengths of less than, or equal to, 16. For bit lengths greater than 16 it starts to become time consuming to compute the expected Hamming weight of the output of a multiplication. Figure 1 shows the expected difference in Hamming weight for bit lengths between one and 16, and the difference appears to tend to slightly less than one as the bit length increases.

If we consider multiplication and squaring operations with 16 -bit inputs, the reason for the difference in the expected result can be demonstrated if we consider the probability of each bit being equal to one. For random, uniformly distributed, 16 -bit inputs the probability of each of the 32 bits in the output being equal one for a multiplication and squaring operation can be derived if all the possible inputs are considered. A plot of the probabilities for each bit for the multiplication and squaring operation is given in Figure 2. Further details on this expected difference for 32 -bit variables are given in the Appendix A.


Fig. 1. The expected difference in Hamming weight between the output of a multiplication and a squaring operation, for bit lengths 1 to 16 .


Fig. 2. The probability that each bit of the result of a multiplication (left) and a squaring operation (right) is equal to one with random 16 -bit inputs.

## 4 Demonstrating the Difference in Practice

Certain multiplication algorithms were implemented on a standard 32-bit microprocessor. The results of manipulating the power traces acquired while these multiplication algorithms were being computed are described in this section.

Long Integer Multiplication A 128-bit multiplication using the long integer multiplication algorithm was implemented on a microprocessor and 3000 acquisitions ${ }^{1}$ were taken for multiplications and squaring operations with random, uniformly distributed inputs. The implementation was based on the description given in [18], and is given in Algorithm 1.

The difference between the two average traces is shown in Figure 3. There are four peaks in the trace that correspond to the four squaring operations conducted by the chip to compute the square of the input, i.e. for $X=\left(x_{3}, x_{2}, x_{1}, x_{0}\right)_{b}$, where $b$ is $2^{32}$, there will be four occurrences in the 16 multiplications where

[^0]```
Algorithm 1: Long Integer Multiplication
    Input: \(X=\left(x_{z-1}, \ldots, x_{1}, x_{0}\right)_{b}, Y=\left(y_{z-1}, \ldots, y_{1}, y_{0}\right)_{b}\)
    Output: \(W=\left(w_{2 z-1}, \ldots, w_{1}, w_{0}\right)_{b}=X \cdot Y\)
    \(W \leftarrow 0\)
    for \(i=0\) to \(z-1\) do
        \(c \leftarrow 0\)
        for \(j=0\) to \(z-1\) do
            \((u v)_{b} \leftarrow w_{i+j}+x_{j} \cdot y_{i}+c\)
            \(w_{i+j} \leftarrow v ; c \leftarrow u\)
        end
        \(w_{2 z-1} \leftarrow u\)
    end
    return \(W\)
```

$i=j$ when $x_{i} \cdot x_{j}$ is computed. If averaged traces corresponding to the same operation are subtracted from each other no significant peaks are produced.


Fig. 3. The difference between two averaged power consumptions for long integer multiplication.

Montgomery Multiplication One of the most common methods of calculating modular multiplication is using Montgomery multiplication [21]. This is because of its efficiency, especially as it can be parallelised in hardware and does not require any time-consuming word-by-word divisions.

Montgomery multiplication [21] does not return the simple product of $X$ and $Y$ modulo $M$. The algorithm actually returns $X Y R^{-1} \bmod M$, where $R^{-1} \bmod$ $M$ is introduced by the algorithm ( $R=b^{z}$ ), which imposes certain restrictions on its use. The conditional subtraction has been shown to be unnecessary, and
undesirable in a secure implementation, and was not included in our implementation [25,26].

A description of Montgomery multiplication is given in Algorithm 2. Here $b$ is the size of the basic data unit, usually a machine word, and $z$ is the number of words in the representation of $M, X$ and $Y$.

```
Algorithm 2: Montgomery Multiplication
    Input: \(X=\left(x_{z-1}, \ldots, x_{1}, x_{0}\right)_{b}, Y=\left(y_{z-1}, \ldots, y_{1}, y_{0}\right)_{b}\),
            \(M=\left(m_{z-1}, \ldots, m_{1}, m_{0}\right)_{b}, R=b^{z}\) with \(\operatorname{gcd}(M, b)=1\), and \(M^{\prime}=-M^{-1}\)
            \(\bmod b\)
    Output: \(A=\left(a_{z-1}, \ldots, a_{1}, a_{0}\right)_{b}=X \cdot Y \cdot R^{-1} \bmod M\)
    \(A \leftarrow 0\)
    for \(i=0\) to \(z-1\) do
        \(u_{i} \leftarrow\left(a_{0}+x_{i} \cdot y_{0}\right) M^{\prime} \bmod b\)
        \(A \leftarrow\left(A+x_{i} \cdot Y+u_{i} \cdot M\right) / b\)
    end
    if \(A \geq M\) then \(A \leftarrow A-M\)
    return \(A\)
```

As previously, a 128-bit multiplication algorithm was implemented and 3000 acquisitions were taken for multiplications and squaring operations with random, uniformly distributed inputs. The difference in the average trace produced by each set of acquisitions is shown in Figure 4.


Fig. 4. The difference between two averaged power consumptions for Montgomery multiplication.

The first peak will be produced by the calculation of $a_{0}+x_{0} \cdot y_{0} \bmod b$, as $a_{0}$ is set to zero so the difference in the distribution will be visible even where this can be calculated with one instruction (e.g. on ARM microprocessors).

In the implementation analysed the processor computed $A \leftarrow A+u_{0} \cdot M$ followed by $A \leftarrow A+x_{i} \cdot Y$. The group of peaks following the first peak are caused by the repeated manipulation of $u_{0}$ when it is multiplied by $M$. The peaks are dependent on the value of $M$, and therefore $M^{\prime}$, that is being used and will vary from one analysis to another.

This is followed by a large peak that corresponds to the computation of $x_{0} \cdot y_{0}$, which is subsequently combined with $u_{0} \cdot M$ by adding the result to $A$. The next group of three peaks are created by the manipulation of $A$ when it is combined with $u_{1} \cdot M$.

This is followed by three groups of small peaks that correspond to the multiplication of three squaring operations conducted by the chip to compute the square of the input, i.e. three instances where $i=j$ when $x_{i} \cdot y_{j}$ is computed.

## 5 Exploiting the Difference in Tamper Resistant Cryptographic Primitives

Once an exponentiation algorithm has been chosen, for instance Barrett or Montgomery exponentiation [5,21], a common countermeasure to protect embedded implementations from Simple Power Analysis, consists in using side channel atomicity. This was introduced in [10], where they deem an algorithm to be secure if it can be broken down into indistinguishable blocks. In this section we describe how these schemes can be attacked by observing the difference between a multiplication and a squaring operation.

### 5.1 Recovering the Exponent in Atomic Exponentiations

The simplest exponentiation algorithm is the square and multiply algorithm, that functions by scanning the bits of an exponent from left to right. An accumulator is initially set to one and for each bit of the exponent scanned the accumulator is operated upon. For each bit the accumulator is squared, and when a bit is equal to one the accumulator is multiplied by the value being raised to the power of the exponent. The square and multiply atomic exponentiation algorithm simply means that squaring operations are computed using the same algorithm as multiplications and the side channel becomes identical [10].

If a series of power consumption traces are taken, the points corresponding to each operation (multiplication or squaring) can be identified using a method similar to that described in [27] for identifying multiplications with a constant value. The average power consumption trace of each operation can be compared to the operation preceding, or following, it by performing a pointwise subtraction. If this corresponds to subtracting the power consumption trace of a squaring from that of a multiplication peaks will be visible (as shown in Figure 3), in the case where the opposite occurs the same peaks will occur but will be negative.

It is interesting to note that an attacker does not need to have any knowledge of the values being manipulated.

An attacker would therefore be able to determine a $k$-bit exponent by making $\frac{3}{2} k-1$ comparisons, i.e. comparing each operation with one neighbouring operation. This can be decreased by a factor of two, where an attacker can be sure that each comparison gives noise free information, by only including each operation in a comparison once.

If we consider the $\left(M, M^{3}\right)$ algorithm, as described in [10], analysing the power consumption traces is sufficient to decrease the security of the algorithm. However, we cannot recover the entire private exponent $d$. The ( $M, M^{3}$ ) algorithm functions in a similar manner to the square and multiply algorithm, but there are three possible cases when parsing the bits of the private exponent from left to right. When $d_{i}=0$ a squaring operation is performed. When $d_{i} d_{i-1}=10_{2}$ the device computes a squaring operation, a multiplication with $M$ and then a squaring operation. The third case occurs when $d_{i} d_{i-1}=11_{2}$, where the device computes two squaring operations followed by a multiplication with $M^{3}$.

In the remainder of this section we will denote a multiplication by $M$ and a squaring operation by $S$. Any sequence of operations $M S M$ is particular because it indicates that the last two operations correspond to the secret bits $d_{i} d_{i-1}=$ $10_{2}$ and that $d_{i+2} d_{i+1}=11_{2}$. Indeed, this sequence can only be part of a longer sequence $S S M S M$. We can also identify any bits of an exponent set to zero when there are more than two consecutive squaring operations.

Through simulations of this attack we were able to determine that an attacker can retrieve, on average, $37 \%$ of the bits of a private exponent by exploiting the sequence $M S M$, and a further $17 \%$ of the bits by identifying repeated squaring operations. Thus, an attacker would be able to retrieve $54 \%$ of the bits of a private exponent using the attack method proposed above.

In case where the public exponent is small (for instance 3 or $2^{16}+1$ ), half of the most significant bits of $d$ are intrinsically leaked as showed in [7]. Thus, combined with the side channel leakage, up to $3 / 4$ of the bits of a private exponent could be considered to be recoverable by an attacker. However, there are currently no factorisation techniques in the literature that can benefit from such partial information, although an interesting approach has been published in [13], where the authors assume that the exponent is modified by a small random value. How the proposed attack can be applied to an implementation where this occurs is discussed in Section 6.2.

### 5.2 Recovering the Scalar in ECC using Unified Addition Formulæ

In the context of Elliptic Curve Cryptosystems (ECC), the ability to distinguish a multiplication operation from a squaring operation can also facilitate the extraction of secret information. The calculation of the point scalar multiplication of $r \boldsymbol{P}$, where $r$ is a secret scalar value, $\boldsymbol{P}$ is a point on the prescribed elliptic curve, and the operation of $r \boldsymbol{P}$ is known as point scalar multiplication is central to a number of ECC schemes, such as EC-DH [6]. One of the most side-channel naïve methods to calculate $r \boldsymbol{P}$ is the double and add method, which involves
accumulatively doubling and adding the point $\boldsymbol{P}$, the sequence of which is determined by the binary representation of $r$ [4]. This method is inherently vulnerable to Simple Power Analysis and other side-channel attacks.

A countermeasure, known as unified addition formulæ, to make the double operation indistinguishable from the addition operation was proposed in $[6,9]$. This method defined formulæ for the calculation for point addition and point doubling, which is equivalent for both operations. Specifically, the slope for each operation is equivalent. For example, the slope calculated during the addition of the points $\boldsymbol{P}=\left(x_{1}, y_{1}\right), \boldsymbol{Q}=\left(x_{2}, y_{2}\right)$ is

$$
\lambda=\frac{x_{1}^{2}+x_{1} x_{2}+x_{2}^{2}+a_{2} x_{1}+a_{2} x_{2}+a_{4}-a_{1} y_{1}}{y_{1}+y_{2}+a_{1} x_{2}+a_{3}}
$$

regardless of whether $\boldsymbol{P}$ is equal, or not equal, to $\boldsymbol{Q}$. Hence, no discernible difference between the addition and doubling of a point is present in the formula. In light of the work described in this paper, a difference between these operations can be identified. The calculation of $x_{1} \cdot x_{2}$ in the calculation of $\lambda$ will allow an attacker to determine whether an addition or a doubling operation is being performed, since when a double is performed $x_{1} \cdot x_{2}=x_{1}^{2}$, and will be vulnerable to the attack process described in Section 5.1.

Similarly, this potential exploit can be witnessed when the elliptic curve points are represented and operated on as projective coordinates, which will be the case in most practical implementations. Unified formula for point addition and multiplication using projective coordinates was also given by [9] and further examined by [24]. In this case the addition of the points $\boldsymbol{P}=\left(X_{1}, Y_{1}, Z_{1}\right)$, $\boldsymbol{Q}=\left(X_{2}, Y_{2}, Z_{2}\right)$, with $x_{i}=X_{i} / Z_{i}$ and $y_{i}=Y_{i} / Z_{i}$ is

$$
X_{3}=2 F W \quad Y_{3}=R(G-2 W) \quad Z_{3}=2 F^{3}
$$

where $U_{1}=X_{1} Z_{2}, U_{2}=X_{2} Z_{1}, S_{1}=Y_{1} Z_{2}, S_{2}=Y_{2} Z_{1}, Z=Z_{1} Z_{2}, T=U_{1}+U_{2}$, $M=S_{1}+S_{2}, F=Z M, L=M F, G=T L, R=T^{2}-U_{1} U_{2}+A Z^{2}$ and $W=R^{2}-G$. Notice that, when a point doubling operation is being performed, the computation of $Z$ and $U_{1} U_{2}$ in $R$ will be squaring operations and, hence, our attacks can also be applied to such implementations.

## 6 Countermeasures

As presented in the previous sections, both side channel atomicity and unified point addition formulæ are potentially vulnerable to attack according to the expected difference highlighted in Section 3. Some of the countermeasures that could be used to prevent this attack are discussed in this section.

### 6.1 Blinding

The most common countermeasure used to protect RSA against DPA consists in modifying plaintext with a random value, either using an additive method
$m_{b}=m+r_{1} n \bmod r_{2} n$, where $r_{1}$ and $r_{2}$ are random values, or in a multiplicative way $m_{b}=r_{1}^{e} \cdot m$ where $e$ is the public exponent. With such a countermeasure, classical DPA [17], and related attacks (such as the attacks presented in [19] or [2]), can no longer be applied.

However, plaintext blinding is not sufficient to protect against the attack described in this paper. It is, therefore, necessary to change the order of the multiplication and squaring operations between different exponentiations. The most common solution consists of computing $d_{b}=d+r_{1} \phi(N)$, where $\phi$ is Euler's Totient function and $r_{1}$ is a small random value [16]. An equivalent solution can be used to protect the double and add algorithm [11].

### 6.2 The Big Mac Attack.

In [27], Walter presented the Big Mac attack, which demonstrates a powerful attack on devices with a high level of side channel leakage, i.e. devices where only a few power consumption traces are required to successfully conduct a power analysis. Furthermore, in [28] it is explained that using longer keys in asymmetric cryptosystems improves the probability of a Big Mac attack succeeding. This idea can be extended here to obtain a kind of Big Mac power attack which, would enable the attack described in Section 5.1 to be conducted on one power consumption trace. In such a case, the blinding of $d$ would not provide adequate protection to defend against the attack described in this paper. The attack could also be applied to other schemes, such as the Diffie-Hellman key exchange [12] and the DSA [22].

An attack on a single power consumption trace would consist of identifying the points in a power consumption trace that correspond to the computation of $x_{j} \cdot y_{i}$ when $i=j$ (e.g. in Algorithm 1), and extract these points where each point its then treated as a separate trace. These small traces can then be used in place of a trace representing the entire operation in exactly the same manner described in Section 5.1. The points to be used can be identified by analysing an unprotected algorithm, as described in [2].

The success of this attack will depend on the length of the key and the word size of the processor, i.e. long keys and small word size will provide an accurate average and raise the probability of achieving a successful attack [28]. This demonstrates that the blinding of the private key $d$ may not be adequate to prevent the attack presented in this paper.

## 7 Conclusion

This paper shows that the statistically expected difference in operations computed by a microprocessor can be used to distinguish between a multiplication and a squaring operation. All that is required is that the plaintexts used contain enough variation that the computations adhere to the distributions defined in Section 3. This is an improvement over previously published results $[14,19,27,29,30]$, as the described attack requires no knowledge of the plaintext being manipulated or of the architecture of the multiplier. Moreover, the
proposed attacks will work when classical padding schemes are used. Further work that is being conducted by the authors consists of analysing the algorithms that are potentially vulnerable to this attack, and the development of inexpensive countermeasures.
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## A Appendix

In Section 3 we discussed the expected Hamming weight of multiplication and squaring operations for random, uniformly distributed, 16-bit inputs. Given the complexity of evaluating all of the possible inputs to a multiplication, it is not possible to evaluate the expected Hamming weight and the corresponding distribution of the individual bits for larger bit length. Given that the implementations described in Section 4 are on a 32 -bit chip, it would be helpful to attempt to describe the corresponding distribution.

To characterise the distribution of the individual bits in the result of a 32-bit squaring operation all the possible input values were evaluated and the result is plotted on the right hand side of Figure 5. It is not possible to evaluate a 32 -bit multiplication in the same way as there are $2^{64}$ possible inputs to a 32 -bit multiplication. An approximation to the distribution was generated by evaluating the product of $2^{32}$ pairs uniformly distributed 32 -bit random values.


Fig. 5. The distribution of the individual bits of the result of a multiplication (left) and a squaring operation (right) with random 32-bit inputs.

The form of the difference is similar to that shown of 16 -bit operations in Section 3, but with a larger region where the distribution of the bits are identical. Given the very regular nature of multiplication algorithms, it would seem reasonable to assume that the same difference will occur for all bit lengths. However, it is not possible to demonstrate this because of the complexity of evaluating all the possible inputs.


[^0]:    ${ }^{1}$ Similar results are possible with 500 traces. However, the results are not as clear.

