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The authors used a dynamic systems theoretical approach to examine intraindividual variability in emotional
responses during the transitional period of adolescence. Longitudinal diary data were collected regarding
conflicts between 17 teenage girls and their mothers over a period of a year. The results revealed a reversed
u-shaped relation between girls’ emotional variability and the number of conflicts. Moreover, girls who
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adolescent system in times of relational transitions and developmental changes.
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Across adolescence, typical parent–adolescent relationships can be
characterized both by mutual disclosure and by interpersonal conflict.
The attempts of adolescents to create space for their own identity
exploration—becoming independent and developing their own ideas
and beliefs or gaining autonomy (Grotevant & Cooper, 1998)—can
clash with their parents’ ideas and willingness to provide autonomy
(Collins, 1991; Jackson, Bijstra, Oostra, & Bosma, 1998; Smetana,
1989, 1995). This clash may cause emotional arousal and conflict and
can possibly trigger relational accommodations and transitions (Col-
lins, 1995; Granic, Dishion, & Hollenstein, 2003). The majority of
parent–adolescent dyads move successfully through this transitional
period. For some dyads, however, this temporary period of conflict
fails to be a developmental step forward and rather introduces a
negative pattern of interactions that erodes the bonds formed in
childhood (for a review, see Laursen & Collins, 1994).

To understand how some dyads end up in negative interaction
patterns and fail to maintain and readjust their relationships, one
has to concentrate on the trajectories of parent–adolescent dyads as
they move through this transitional period (Granic, Hollenstein,
Dishion, & Patterson, 2003). Conflicts are important “movers” of
the transitional period of adolescence, and the expression of (neg-
ative) emotions forms an integral part of conflicts (Jones, 2001).1

For that reason, emotions and emotional patterns and processes
should be a major concern for those studying conflicts (Jones,
2001; Kunnen, 2006). Several studies have shown that, in addition
to the content (i.e., sort of negative emotion) of an interaction,
structural aspects of an interaction, such as variability and contex-
tual sensitivity, add important information and can provide unique

predictions (e.g., Granic & Lamey, 2002; Hollenstein, Granic,
Stoolmiller, & Snyder, 2004). As we outline below, during periods
of transitions and renegotiations, variability might be of impor-
tance in serving the adaptive ability and potential of the parent–
adolescent dyad, because variability enables the dyad to explore
new pathways and possibilities and to learn to adapt to the new
challenges and opportunities coming up during adolescence.

Our aim in the current study was to extend existing research on
emotional variability within parent–adolescent interactions by fo-
cusing on emotional variability across conflict interactions. In
order to do so, we implemented a diary study in which 15-year-old
girls reported on their naturally occurring conflicts with their
mothers over the course of a year. These data provided information
on the episode-to-episode variability in emotional states (i.e., com-
position of emotions) over the developmental period of 1 year.
This study addressed the relationship between emotional variabil-
ity and the number and nature of conflicts.

So far, research has focused on static features of parent–adolescent
relationships and conflicts and has thereby neglected structural and
temporal aspects, such as intraindividual variability and contextual
sensitivity (Granic, Hollenstein, et al., 2003). The dynamic systems
perspective opens an approach to the above process-related questions
(e.g., Hollenstein, 2007) by providing a conceptual framework with
which to understand the principles of developmental change, includ-
ing the role and meaning of variability.

A Dynamic Systems Perspective

One of the crucial assumptions of a dynamic-systems-oriented
approach is that the individual, dyad, or family (whatever is
defined as the system) and its behavioral changes and trajectory
over time form the basic unit of analysis (Thelen & Ulrich, 1991;

1 It should be noted that these assumptions about the relationship be-
tween conflict and adolescent development are based on research and
literature situated in the Western culture. This study does not address the
question of whether these ideas are generalizable to other cultural contexts.
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van Geert, 1994). Studying the individual trajectories over time
draws our attention to the role of intraindividual variability and
relative stability in behavior (over time and contexts). This em-
phasis on the role of variability is fundamentally different from the
more traditional developmental approaches, in which variability is
often seen as measurement error and noise (Thelen & Smith, 1994;
Thelen & Ulrich, 1991; van Geert & van Dijk, 2002).

A dynamic system is defined as a set of interconnected elements
that affect each other over the course of time (Smith, Thelen, Titzer,
& McLin, 1999; van Geert, 1994; van Gelder, 1998). No general rule
exists about how to define a system. This choice depends on the
universe of discourse and the phenomena in which the researcher is
interested (van Geert, 2003). In the context of parent–adolescent
conflicts, several system definitions are possible, such as the entire
family, the parent–adolescent dyad, or just one of the subsystems
(e.g., the mother or the daughter; see also Granic, 2000). Each system
can be distinguished by several elements, such as emotions, cogni-
tions, and behaviors involved in a conflict interaction. Also, the choice
and definition of the elements depend on the phenomena and the
research level in which one is interested (e.g., think of emotional
patterns during a conflict as compared with hormonal or brain activity
measures). Thus, the conceptualization of a system and its elements is
based on a nested structure (Granic, 2000).

In the present research, the system under study was the mother–
daughter dyad as it emotionally “behaves” in the context of daily
conflicts. This specific system was investigated by focusing on the
girl as the bearer of the context (i.e., the girl as the indicator of the
ongoing dynamics). This means that we followed the complex
system (parent–adolescent system) in time via one essential com-
ponent (i.e., the emotions of the girl). Hence, the girl was not
isolated from the system, and the system, as described through the
perspective of the girl and her emotional states, revealed informa-
tion about the structure of the entire mother–daughter system. The
idea that a complex system is represented by and can be studied
through the dynamics of one well-chosen component is borrowed
from the reconstruction theorem of Takens (1981), which says that
a system’s dynamics can be reconstructed (i.e., described) by
analyzing the time evolution of one of its components or variables.

This specific system is situated within a certain developmental
period of life: adolescence. Development—from a dynamic sys-
tems perspective—is conceptualized as a dynamic, multilevel, and
self-organizing process (for more elaborate discussions of this
claim, see Granic & Hollenstein, 2003; Lewis, 2000; Thelen &
Smith, 1994; Thelen & Ulrich, 1991; van Geert, 1994). Develop-
mental processes are often characterized by discontinuous, quali-
tative changes (Thelen & Ulrich, 1991; van der Maas & Molenaar,
1992; van Geert; 1998). These qualitative shifts (e.g., a shift from
more hierarchical childlike patterns of interactions to more hori-
zontal, mature types of interactions) are called phase transitions.
The concept of a phase transition and the role of variability are
discussed in the next section.

Adolescence as a Phase Transition
and the Role of Variability

The conceptualization of adolescence as a phase transition has
been introduced by a group of researchers, whose work forms the
basis of the present section (for more detailed explanation, see
Granic, Dishion, & Hollenstein, 2003; Granic, Hollenstein, et al.,

2003). A phase transition is a discontinuous shift from one stable
state to another, qualitatively different stable state of the system
(Thelen & Ulrich, 1991).2 Old and stable configurations must
break down to make way for new patterns and structures (Hollen-
stein, 2007; Lewis, Zimmerman, Hollenstein, & Lamey, 2004;
Thelen & Ulrich, 1991). Consequently, a classical indicator of a
phase transition is a temporary change in the natural variability of
the system, such as increased within-system variability (e.g.,
Thelen & Ulrich, 1991; van der Maas & Molenaar, 1992; van
Geert & van Dijk, 2002).

This increased variability is needed so one can explore new
pathways. Increased levels of variability are in fact the precondi-
tion for adaptation. Without variability no exploration and orien-
tation can ever take place, and, as a consequence, the system’s
ability to learn and create new pathways and patterns is under-
mined (for a similar argument, see De Weerth & van Geert, 2002;
Thelen & Smith, 1994; van Geert & van Dijk, 2002). It is the same
principle as in operant conditioning or the evolutionary theory of
Darwin. There is spontaneous variability, and adaptive forms of
variation are being chosen by means of selection (or reinforce-
ment): “Intraindividual variability in social behaviors is a funda-
mental premise of social adaptivity and thus defines the base
condition of an individual’s developmental potentials” (Lang,
Featherman, & Nesselroade, 1997, p. 658).

Variability can be observed at the various timescales at which
developmental processes are being observed (Fogel & Thelen,
1987; Granic & Hollenstein, 2003; Lewis, 1995, 2000; Thelen &
Ulrich, 1991). That is, the same principles of variability and
stability can be applied to processes that take place at the micro
level (i.e., in real time), at the meso level (i.e., from day to day),
and at the macro level (i.e., over months or years; Lewis, 2000;
Lichtwarck-Aschoff, van Geert, Bosma, & Kunnen, 2008). Several
longitudinal studies have shown that increased levels of variability
in real time accompany phase transitions in the context of parent–
child interactions (Granic, Hollenstein, et al., 2003; Granic,
O’Hara, Pepler, & Lewis, 2007); motor and cognitive development
(Thelen & Smith, 1994; Thelen & Ulrich, 1991); and language
development (Ruhland & van Geert, 1998). Studies looking at
phase transitions from a developmental time perspective (e.g.,
week-to-week or month-to-month fluctuations) have also found
support for a temporary increase in intraindividual variability (in
the context of mother–infant interactions, see De Weerth & van
Geert, 2002; Lewis et al., 2004; or of language development, see
Bassano & van Geert, 2007).

The current study addressed the developmental period of adoles-
cence. Our aim was to extend existing research on real-time variabil-
ity in parent–adolescent interactions by focusing on interindividual
differences in the emotional variability (differences in composition of
emotions) across conflict interactions. By assessing variability across
several conflict episodes over the course of 1 year, we measured
variability on a moderate or intermediate timescale, a timescale that
describes the mesodevelopment (Lewis, 2000). Real-time studies
have shown that problematic parent–child relationships are charac-
terized by a lack of variability (Granic et al., 2007; Hollenstein et al.,
2004; Hollenstein & Lewis, 2006). We thus hypothesized that con-

2 Note that a stable state can also be a dynamically stable state (see
Haken, Kelso, & Bunz, 1985).
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flictual relationships are characterized by a lack of variability across
conflict episodes. It might be that girls who have many conflicts with
their mothers “have been frozen into a small number of [emotional]
states and found it hard to shift out of these states” (Lewis et al., 2004,
p. 71; note that we have replaced the original term behavioral with
emotional). In the next section we discuss the state space metaphor as
a valuable framework with which to study a system’s trajectories over
time.

The State Space Metaphor

Within dynamic systems approaches, the general idea is that a
system is situated within a state space (Lewis, Lamey, & Douglas,
1999; van Geert, 1994; van Gelder, 1998). This space, which is
composed of all the variables (i.e., dimensions) used to specify the
system, describes the behavioral landscape of the system under
study and contains all potential states the system can occupy. A
particular state of the system at a certain point in time is defined by
the geographical position in the state space. The evolution process
of the system can be studied by following the spatial movements
of the system across the state space (e.g., state space grids devel-
oped by Lewis et al., 1999; Karnaugh maps developed by Dumas,
Lemay, & Dauwalder, 2001). The landscape is not flat but contains
metaphorical hills and valleys. The shape of the landscape—that
is, the valleys and hills—is based on the frequency of certain (e.g.,
emotional) patterns or states. A state that is frequently occupied is
expressed in the form of a valley, as the system easily “falls into”
this particular behavioral state. These valleys are also called at-
tractors; these are temporarily stable states that absorb or attract
the system’s behavior (Granic, 2000; Haken, 1990; Hoeksma,
Oosterlaan, Schipper, & Koot, 2007; Lewis et al., 1999; Thelen &
Smith, 1994).

Over time, each girl develops her unique state space, which has
its own content (the emotions that are occupied) and shape (the
structure of the landscape, such as the amount, size, and depth of
attractors). Suppose we have a girl who often has conflicts with her
mother about going out. There is a party the girl wants to attend,
but she already “knows” that her mother will not allow her to go
and prepares herself for the conflict with an angry face. The
mother, on the other hand, sees the angry face, knows what is
coming next, and puts on an angry face herself. The result: the two
are in the middle of an angry fight within a few seconds. Thus, the
coupling of emotions, thoughts, and behaviors within each conflict
interaction “increases the likelihood of their recurrence on subse-
quent occasions” (Lewis & Douglas, 1998, p. 172).3 The more
often a certain type of conflict pattern occurs, the more easily it is
activated. A small cue—a bad look—is enough to trigger the
trajectory that moves the system toward this pattern (see also the
coercive cycles described by Patterson in Granic, 2000). The anger
pattern described above, once it occurs frequently enough, could
be called an attractor. Over time and contexts, this particular dyad
is being pulled toward this form of conflict interaction and engages
in an angry fight within a few seconds.

In the current study, we have applied the idea of emotional state
spaces to entire conflict episodes (i.e., to the emotional states
[composition of emotions] and variations herein across conflict
episodes). In this way, information can be obtained about the
structural shape of the emotional landscape (Granic & Hollenstein,
2003). Are there any emotional states that are occurring over and

over again? A lack of variability in emotional states—with dyads
often falling into the same emotional state across conflict epi-
sodes—can be seen as an indicator of an attractor (Lewis et al.,
1999).4

The second important criterion of an attractor is resistance to
environmental changes or environmental forces (Granic, 2000;
Hollenstein et al., 2004; Thelen & Ulrich, 1991). That is, despite
contextual variations, the system’s behavior remains in the same
position. Continuing with the example: Does the girl feel angry
only during conflicts about going out, or does she show the same
emotional response during any type of conflict she has with her
mother? The latter would be a sign of emotional rigidity. The role
of contextual variation in distinguishing between stability and
rigidity is the subject of the next section.

Contextual Sensitivity and the Difference Between
Stability and Rigidity

A system’s context or environment contains everything that
does not belong to the system but interacts with it (van Geert,
2003). Context definitions can vary from distal contexts (e.g.,
socioeconomic or cultural background) to more proximal contexts,
such as the sort of task the system has to perform (Thelen &
Ulrich, 1991), the sort of interaction the system is engaged in
(Granic et al., 2007), or the interaction partner of the system
(Steenbeek & van Geert, 2008). The essential point is that each
context provides its own constraints and opportunities (e.g., certain
child-rearing practices) and thereby contributes to the emergence
of the system’s behavior (Thelen & Ulrich, 1991; van Geert,
1994). That is, dynamic-systems-oriented approaches strongly em-
phasize that the system’s behavior is the product of a temporal
cooperation or interaction between the system and its context
(Thelen & Smith, 1994; van Geert, 2004).

A system that has lost its contextual sensitivity can be qualified
as rigid. Rigidity is different from the neutral state of stability.
That is, whereas stability is defined as a lack of variability, rigidity
is defined as a lack of variability and adaptability (i.e., adaptation
in response to contextual variations; for a similar argument, see
Hollenstein et al., 2004; Paulhus & Martin, 1988; Werner, 1946).
In the current study we measured contextual variation by means of
different conflict topics as reported by the girls (e.g., autonomy,
unfairness). Various conflict topics differ in the underlying goals
and expectancies that are threatened (Collins, 1991, 1995; Smet-
ana, 1989) and are therefore supposed to trigger different emo-
tions, thoughts, and behaviors (see, e.g., the work of Frijda, 2001;
Roseman, Wiest & Swartz, 1994; Siemer, Mauss & Gross, 2007).
Thus, the current study forms an important extension to existing
research in that we have evaluated emotional variability in the light
of naturally occurring contextual variations.

3 Note that an attractor does not have to be the result of a large number
of repetitions. For example, people who meet for the first time can easily
end up in an attractor (i.e., a stable form of interaction).

4 Lewis et al. (1999) have developed various ways to detect the existence
of attractors. In addition, there are mathematical ways in which to prove the
existence of an attractor (see, e.g., Haken, 1990; Hoeksma et al., 2007).
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The Current Study

This study represents a first explorative step toward the question of
intraindvidual variability in emotional states across mother–
adolescent conflict episodes and thereby provides an extension to
research that deals with the role of real-time variability during the
phase transition of adolescence. Furthermore, the present study was
conducted in a real-life setting (i.e., the girls’ perspectives on daily
conflicts with the mothers were assessed by means of diaries). Diaries
have the advantage of measuring real-life conflicts almost at the
moment that the conflicts occur (Laurenceau & Bolger, 2005; Papp,
Goeke-Morey, & Cummings, 2007; Välimäki, Vehviläinen-Julkunen,
& Pietilä, 2007). Research has shown that emotional responses differ
tremendously depending on whether hypothetical or real-life conflicts
are being used (Johnson, 2004). Using diary data enabled us to
measure naturally occurring contextual variations (i.e., the variations
in conflict topics) rather than experimentally induced contextual
changes. Because our focus was on the trajectories of emotional
conflict patterns and their variability across episodes, we chose a
sample that was followed intensively over the course of a year. Due
to the labor-intensive nature of the method, the sample size was small.

The following two research questions were investigated: (a) What
is the relationship between the emotional variability and the number
of conflicts? We hypothesized that the emotional variability would
decrease when relationships became more conflictual, with “conflic-
tual” depending on the number of conflicts reported. (b) How is the
emotional variability related to conflict type? We wanted to know if
a lack of emotional variability indicates that the system has lost its
sensitivity to contextual variations. To answer this question, we eval-
uated the emotional variability across episodes in relation to the
variations in conflict type as measured by the reported conflict topics.

Method

Participants

A total of 25 adolescents was recruited from a public school in a
small town in the north of the Netherlands. Participation was volun-
tary, and there were no selection criteria for the diary study. Of these
25 adolescents, 23 were female and 2 were male.5 Over the course of
1 year, 4 adolescents (3 girls and 1 boy) dropped out of the study. The
remaining 21 adolescents (20 girls and 1 boy) completed on average
9 weeks of daily diary writing (calculated in days, M � 65.28, SD �
15.40). Because we were interested in emotional conflict patterns and
variations therein across episodes, we included only children who
reported at least two conflicts across the diary episode. Of the 21
adolescents, 4 (3 girls and 1 boy) had to be excluded because they did
not meet the inclusion criteria. Thus, in the present study the diaries
of 17 adolescent girls were analyzed.

At the start of the study the respondents were 15 years of age
(M � 15.35 years, SD � 0.49). Of the girls, 14 were living with
both parents, 1 was living with the mother and the mother’s new
partner, and 2 girls were living with the mother only. All girls had
at least one sibling (M � 2.94, SD � 0.99). All participants were
Dutch citizens; 1 had parents with an Indian background, and
another girl had Iranian parents. The majority of the participants
(70%) were following the lower education track (prevocational
secondary education), and 30% of the girls were following the
higher education track (senior general secondary education).

Measures of Daily Mother–Daughter Conflicts:
The Diaries

The diaries were divided into a general everyday part and a
conflict part. Conflicts were defined as disagreements or opposi-
tions between the opinion of the mother and the opinion of the
daughter, not necessarily involving intense negative emotions (see
also Laursen & Collins, 1994). The general questions had to be
filled in every day. These were about the amount of time mother
and daughter both spent at home, how close they felt that day, and
whether the girl did something fun with her mother. If the girl
reported no conflicts, the diary entry was terminated at this point.

Whenever there was a conflict, the girl had to describe several
aspects of the conflict. The relevant measures for the present study
were the conflict topic and the emotions felt during conflict. The
respondents were asked to describe the conflict topic in an open-
ended way. They were provided with a comprehensive list of 14
words (angry, frustrated, disappointed, ashamed, afraid, guilty,
sad, lonely, hurt, regret, hopeful, relieved, happy, and proud) with
which to indicate how they felt during the conflict. Because we
were interested in the variations of emotional states across con-
flicts, we wanted to incorporate as many emotions as possible that
were potentially relevant in the context of mother–daughter con-
flicts. The girls were allowed to choose as many emotions as they
wanted in order to describe how they felt during the conflict.
Additionally, the participants were allowed to add emotions if the
list did not represent their feelings. Feeling “misunderstood” and
“not taken seriously” emerged out of these open entries. Of the 17
girls, 16 used at least one of these emotional expressions once. In
total, descriptions of 40 conflicts contained the word misunder-
stood and those of 37 conflicts contained the phrase “not taken
seriously.” Because of this frequent occurrence, we decided to
include both entries as emotions in the state space. The resulting
emotional state space representing the emotional states of the girls
consisted of 16 potential state entries (e.g., 16 different emotions).

Procedure

The diaries consisted of six waves over the course of 1 year, and
each wave comprised a 2-week diary episode. In between the diary
episodes there was a 6-week break. The participants could choose
between a booklet version and a Web-based form of the diary.
Respondents were free to decide which time of the day they would fill
in the diary. The booklet group received the booklets by mail prior to
the start of a new diary episode. These respondents were asked to
return the diary booklets after completing them. The website group
was reminded via e-mail, and Anna Lichtwarck-Aschoff kept frequent
e-mail contact with the group during the diary episodes.

In addition, a lot of effort was spent in building a good rela-
tionship with the respondents, such as sending Christmas cards,
organizing an excursion, and making home visits. This was done to
increase respondents’ commitment and motivation to remain in-
volved over the entire year. The girls received a small reward, €5,
for every completed diary week at the end of the entire study.

5 As one can see from the composition of the sample, it was not our
original intention to select a female sample but it appeared to be very
difficult to motivate 15-year-old boys to participate in a diary study of this
kind.
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Plan of Analysis

Question 1: The association between the emotional variability and
the number of conflicts. In order to determine the intraindividual
variability in emotional states, we developed three different kinds
of measures, based on the idea of symbol dynamics (Daw, Finney,
& Tracy, 2003; for a comparable approach, see the Karnaugh maps
in Dumas et al., 2001). The basic rationale underlying this ap-
proach is the transformation of the system’s trajectory or geo-
graphical movement in time into a sequence of specific symbols,
corresponding to partitions within the state space (Dale & Spivey,
2005).

First, we computed the emotional state space for each girl, which
contained all reported emotions across all her conflict episodes (i.e.,
across all the diary waves). Every state within the space represents
how a girl felt during a particular conflict (see Table 1). Remember
that the girls could choose as many emotions as they wanted to
describe how they felt during the conflict. This means that we had to
deal with multiple emotions that describe an emotional state during
the conflict (this requirement made the emotional space space differ-
ent from the state space grids developed by Lewis et al., 1999). In our
calculation, an emotional state could therefore take the form of a
single emotion or a combination of different emotions. That is, every
emotional state was represented by a set of emotions present (1) or
absent (0) (i.e., the symbols in the string that represent the emotional
state). The mathematical representation of every state consisted of a
particular string of ones and zeros. We computed the emotional space
for every girl and counted the number of different states. States with
exactly the same emotion or pattern of emotions obtained the same
nominal code, and states with different emotions or combinations
thereof received different codes (the codes are denoted by letters; see
Table 1). The emotional variability was defined as the number of
different emotional states.

The second and third measures were based on the Hamming
distance (Hamming, 1950; Teşileanu & Meyer-Ortmanns, 2006). The
Hamming distance is used in calculating the distance (absolute dif-
ference) between two symbolic strings (here, two emotional states).
The distance between the emotional states indicates how much the
emotional states differ from each other and in this sense represents the
variation between the states (compare this with the intergrid distance
used by Lewis et al., 1999). We computed two forms of the Hamming

distance. The first, which is called the sequential Hamming distance
(see Table 1), indicates the distance between the preceding states, that
is, the distance between emotional statet and emotional statet � 1.
Thus, this measure indicates how much a girl varies from one conflict
to the next. The second, which we call the overall Hamming distance
(see Table 2), specifies the distance between all pairs of states that are
different, regardless of the time order. This measure represents an
overall value of the emotional variability, as it describes how much all
the existing states differ from each other. The calculation in both cases
is based on the same principle and goes as follows: If two emotional
states contained exactly the same emotions, the Hamming distance
would be zero; for each emotion that differed (absent or present
compared to another or preceding state), the Hamming distance would
be raised by one (see Table 1 for the sequential Hamming distance
and Table 2 for the overall Hamming distance). We compared the
preceding states in the case of the sequential Hamming distance and
computed the difference between all pairs of different states for the
overall Hamming distance. The resulting Hamming distance repre-
sents the sum of the absolute differences. As one can see in Tables 1
and 2, the values of the overall Hamming distance are higher than the
values of the sequential Hamming distance. Nevertheless, in both
cases the lower the value of the Hamming distance, the more similar
the states and the smaller the emotional variability.

Intraindividual emotional variability was measured with the
numbers of emotional states, as well as both Hamming distances.
To explore the link between the emotional variability measures
and the number of conflicts, we used the Curve procedure of the
statistical program SPSS (Version 14). Two models, a linear model
and a quadratic model, were fitted to the data.6 The model that best
describes the data was chosen on the basis of a comparison of the
explained variances.

Question 2: The association between the emotional variability
and the contextual variation. In order to measure the variation
in conflict topics, we first coded the open-ended answers about the
conflict topics into five distinct, relatively broad categories. All the
conflicts were coded according to the perspective of the daughter.
We developed the present coding scheme on the basis of existing
literature (Laursen, 1995; Smetana, 1989) but also of a bottom-up
analysis of the diary entries. The first category is called autonomy
conflicts. These conflicts basically deal with the question of the
girl’s self-determination, such as deciding when to go to bed, when
to do homework, and what to do in free time. The second category
is called dependency conflicts. These conflicts are in fact the
opposite of the previous category, and they describe conflict situ-
ations in which the daughter wanted something from the mother
(e.g., help, guidance, advice). The third category of conflicts is
called unfairness. This category entails conflicts in which the
daughter felt treated unfairly. The fourth category of conflict topics
is labeled not like me. In these conflicts the daughter felt a

6 To avoid confusion, we wish to emphasize that the curve-fitting
procedure used here is different from general growth modeling approaches
(e.g., latent growth curve analysis). The data that we used to fit the linear
and quadratic curves are interindividual difference measures that represent
the degree of intraindividual variability (i.e., the data were aggregated
across each individual’s conflict episodes). Thus, we fit a model that
describes the relation between the number of conflicts and the emotional
variability on a group level and not a model of individual development.

Table 1
Example of a Calculation of the Emotional Codes and the
Sequential Hamming Distance

Conflict
episode Angry Sad Hurt Afraid Code

Sequential Hamming
distance

1 1 0 0 0 A —
2 0 1 1 1 B 4
3 1 0 0 0 A 4
4 1 0 1 0 C 1
5 1 0 1 0 C 0
6 0 0 1 0 D 1

No. states: 4 Sum of distances: 10

Note. This example of emotion data entry is based on 6 conflict episodes
and 4 emotions. The last two columns indicate the code for the emotional
state (e.g., A stands for anger alone, B stands for sad, hurt, and afraid) and
the sequential Hamming distance between the preceding states.
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discrepancy between what she conceived of herself and how she
was seen and reacted to by her mother. These conflicts are about
being assigned wrong attributes. The last category, called minor-
scope conflicts, contains all the remaining conflict topics that
could not be coded in the previous categories. Minor-scope con-
flicts constituted 7% of all conflicts and included issues such as
“you are brushing my hair in a painful way” or “you again
managed to lose my sandwich box.”

The conflicts were coded to find out how often different cate-
gories of conflicts occurred over time. We used the test–retest
reliability to determine the stability of the codes over time. We
proceeded as follows. The conflict topics were coded by Anna
Lichtwarck-Aschoff. A month after the coding, a random subset of
15 conflicts was drawn and again was coded by Anna Lichtwarck-
Aschoff. Within this subset the first and second rounds of coding
were compared according to a straight concordance method. Each
conflict that was assigned the same code received a one, and
disagreeing conflicts received a zero. The reliability score was then
calculated as the total agreement over the total number of com-
parisons. The average across the 15 conflicts was computed,
yielding the result of 0.93 (i.e., 14 out of 15 conflicts were coded
the same).

Next, in order to indicate the amount of variation in conflict
topics, we calculated the coefficient of unalikeability (Perry &
Kader, 2005) for each girl’s conflict topics. The coefficient of
unalikeability is a measure for the variability of categorical vari-
ables. It indicates how often observations differ from each other
(this is in contrast to how much, as in the case of numerical
variables, where the variability is often expressed by means of the
standard deviation). The advantage of the unalikeability coefficient
is that it matches intuitive ways of perceiving categorical variabil-
ity (Perry & Kader, 2005). The coefficient of unalikeability rep-
resents the proportion of possible comparisons that are different.
The higher the value, the greater the variability. For each person,
the coefficient of unalikeability was computed with the following
equation:

Coefficientunalikeability � 1 � �� p/n�2 � �q/n�2 � �r/n�2

� �s/n�2 � �t/n�2�

The letters p, q, r, s, and t stand for the frequencies of the five
different conflict topics (autonomy, dependency, unfairness, not

like me, minor scope) and are divided by the total number of
conflicts.

Finally, in order to examine the question of emotional rigidity
(i.e., a lack of variability despite contextual variation), we divided
the group of girls into subgroups according to the amount of
repetitions of the same emotional state. This division was based on
the trimodal distribution of the number of repetitions and resulted
in three different subgroups. To assess the level of variation in
conflict topics, we computed the individual coefficients of unalike-
ability. We first checked whether the three groups differed in the
total amount of conflict variation by calculating the coefficients
across all reported conflicts and averaging them within each group.
In the second step we again calculated the coefficients but only
across conflicts within the same emotional state (i.e., the variation
in conflict topics across conflicts where a girl reported the same
emotional state). By means of resampling techniques we compared
the average unalikeability coefficients of the subgroups to deter-
mine whether they were statistically significantly different from
each other. Resampling techniques, such as Monte Carlo analyses,
are useful in small samples with various restrictions (for a detailed
description, see Todman & Dugard, 2001). These parameter-free
techniques enable performance of appropriate statistical analyses
even with small samples and null hypotheses based on uncommon
test statistics.

Results

The adolescent girls reported a total of 147 conflicts with their
mothers (M � 8.65, SD � 4.72). On average the girls reported 2.44
emotions (SD � 1.04) per conflict. Conflicts about autonomy
occurred most frequently (51%). The second most reported topic
fell into the category not like me (20%). Thirteen percent of the
conflicts dealt with dependency issues, and 9% were about unfair-
ness. The remaining 7% were coded as minor-scope conflicts.

The Association Between the Emotional Variability
and the Number of Conflicts

Here, we had predicted that girls with high numbers of conflict
would have lower levels of emotional variability. Table 3 shows
the averages and standard deviations of the three emotional vari-
ability measures. The results of the linear and quadratic model are
given in Table 4.

Table 4 shows that for all three emotional variability measures,
the quadratic relationships fit the data much better than does the
linear relationship. The variance explained by the linear model for
the overall Hamming distance is considerably higher than that
explained by the other two emotional variability measures, but it
was still below the level of explained variance of the quadratic

Table 2
Example of a Calculation of the Overall Hamming Distance

Difference between Overall Hamming distance

States A and B 4
States A and C 1
States A and D 2
States B and C 4
States B and D 2
States C and D 1

Sum of distances: 14

Note. This example is based on the previous data. The overall Hamming
distance neglects the time order by computing the difference between all
pairs of states that are different.

Table 3
The Average and Standard Deviations of the Three Emotional
Variability Measures

Measure M SD

No. different emotional states 5.47 2.37
Sum of sequential Hamming distances 16.82 8.30
Sum of overall Hamming distances 77.82 51.88
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model. All three measures of the intraindividual variability in
emotional states showed a reversed u-shaped relationship with the
number of conflicts. Figures 1, 2, and 3 display the inverted
u-shaped relationships between the variability measures and the
number of conflicts (note that the scales of the axes are different).

The reversed u-shaped relationship indicates that, up to a certain
number of conflicts, the association between the emotional vari-
ability and the number of conflicts was positive. That is, the more
conflicts the girls had, the more emotional variability they re-
ported. Beyond a certain number of conflicts, however, the rela-
tionship flipped and the amount of emotional variability decreased.
Girls with high numbers of conflicts indeed had lower levels of
intraindividual emotional variability. This picture was consistent
across the three variability measures.

The following objection can be made with regard to the size of
the emotional space that we used in this study. Our space contains
many different state terms (i.e., different emotions) that are prob-
ably not evenly distributed across the state space (i.e., some
emotions are closer to each other than others). Therefore, one
might wonder whether the variability measures are inflated by a
difference between emotional states that are actually almost syn-
onymous. To check for this possibility, we collapsed the 16 emo-
tional entries into a considerably smaller number of emotional
categories. Aiming at the best compromise between the similarities
and differences among the categories, the reduction resulted in a
collection of seven emotional categories (i.e., anger, negative
internal emotions, fear, shame, guilt, feeling misunderstood, and
positive emotions). On the basis of this collapsed data set, we
again calculated the three emotional variability measures. First,
these new collapsed emotional variability measures were corre-
lated with the original variability measures. A very high agreement
between the raw and the collapsed measures was found (Pearson
correlations � .89–.93). Next, we looked at the relationship be-
tween the collapsed emotional variability measures and the num-
ber of conflicts. The results were highly comparable with the
results described above, and all three measures again showed
the reversed u-shaped relationships. It can thus be concluded that
the high number of emotions or different distances between the
emotions did not inflate the variability measures, and the results
could also be confirmed with a collapsed data set.7

The Association Between the Emotional Variability
and the Variation in Conflict Topics

Our aim in the second research question was to examine
whether emotional stability across conflict episodes is a sign that

the system has lost its sensitivity to contextual variations. In order
to do this, we investigated the emotional variability in relation
to the variations in conflict topic. Our hypothesis was that if
emotional stability was a sign of rigidity, girls with low levels of
variability would feel the same regardless of the conflict topic.

First, we counted the number of repetitions of the same emo-
tional state (e.g., how often did a girl report the same emotion).
Second, we divided the group of girls into three subgroups accord-
ing to their number of repetitions (for the explanation, see Ques-
tion 2: The association between the emotional variability and the
contextual variation). The first group (7 girls) had no repeating
emotional state at all. This group was called the highly flexible
group. The second group consisted of 7 girls who had a low-to-
moderate number of repetitions (M � 2.86, range � 2–5). This
group was called the moderately flexible group. The last group,
called the rigid group, comprised just 3 girls who had many
repetitions of the same emotional state (M � 13, range � 9–16).
The rigid group reported the highest number of conflicts, and the
highly flexible group had the lowest number of conflicts (see Table 5).
Remember, we first computed the unalikeability coefficient across all
conflicts in order to assess whether the three groups differed in their
overall level of topic variation. Then we calculated the unalikeabil-
ity coefficients within the same emotional state (i.e., only across
those conflicts for which a girl reported the same emotions). In
both steps, the individual unalikeability coefficients were averaged
within each group. The results are summarized in Table 5.

7 Collapsing the emotions was a suitable way to demonstrate the robust-
ness of the findings. However, an additional note has to be made with
respect to the grouping of emotions. The girls in our study exploited the
whole range of different emotions to describe their feelings. Sometimes the
chosen emotions were a cluster of “neighboring” emotions, but sometimes
there was also a combination of “distant” emotions. Emotional develop-
ment is a highly idiosyncratic process; individuals develop their own
unique patterning of emotions (Lewis, 1995, 1997; Magai & McFadden,
1995). In another study we performed multilevel component analyses on
the same data set and found pronounced interindividual differences with
respect to the intraindividual patterning of emotions (Timmerman, Ceule-
mans, Lichtwarck-Aschoff, & Vansteelandt, in press). Therefore, we do not
think that collapsing the emotions across subjects is the best way to deal
with varying distances of emotions on the state space. For discovering
possible regions of neighboring emotions, we advocate an idiosyncratic
approach in which the individual state spaces are analyzed first and
similarities and differences between subjects are searched for afterward
(see also Hamaker, Dolan, & Molenaar, 2005).

Table 4
The Number of Conflicts Predicted by the Emotional Variability Measures With a Linear Model
and a Quadratic Model

Measure

Linear model Quadratic model

F(dfs) R2 F(dfs) R2

No. different emotional states 0.52 (1, 15) .03 9.38 (2, 14) .57��

Sum of sequential Hamming distances 0.64 (1, 15) .04 8.27 (2, 14) .54��

Sum of overall Hamming distances 10.44 (1, 15) .41� 13.11 (2, 14) .65��

� p � .05. �� p � .01.
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Table 5 shows that the three groups had almost the same amount
of variation in topics across all conflicts. When we look at the topic
variation within the same emotional state, however, we can see
that the rigid group showed more than twice as much variation as
did the moderately flexible group. By means of Monte Carlo
analysis we tested the hypothesis that the rigid group had more
variation in conflict topics than did the moderately flexible group.
We tested against the null hypothesis that the coefficients of
unalikeability were randomly distributed across the two groups
(rigid vs. moderately flexible group). The analyses revealed that
the rigid group indeed showed significantly higher levels of topic
variation ( p � .018). At first glance, the finding that emotionally
rigid girls show higher levels of contextual variation might seem
counterintuitive. But what this means is that the rigid group felt the
same regardless of the conflict topic. These girls had the same
emotional response to a wide range of divergent conflict topics.
The moderately flexible group, in contrast, showed more similarity
in conflict topics within the same emotional state. This means that,
among these girls, the same emotional reaction was triggered by

the same conflict topic. Thus, there was not a rigid response to all
kinds of different conflict types.

Discussion and Conclusion

Our main goal in this study was to explore interindividual
differences in intraindividual variability of emotions across con-
flict episodes within the period of adolescence. It is assumed that
during transitional periods, high levels of variability enable the
system to explore new pathways and patterns.

We found a reversed u-shaped relationship between the girls’
intraindividual variability in emotional states and the absolute
frequency of conflicts. The range of few-to-moderate numbers of
conflicts shows a positive association between the number of
conflicts and the emotional variability. As one would expect on the
basis of a linear relationship, the more conflicts the girls had, the
more emotional states they could occupy. But, beyond a certain
number of conflicts (about two conflicts per week), girls showed a
negative relationship between the number of conflicts and the
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Figure 1. Curve-linear relationship between the number of different emotional states and the number of
conflicts.
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Figure 2. Curve-linear relationship between the sequential Hamming distance and the number of conflicts.
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measures of emotional variability. Thus, our data show that the
emotional variability decreases when relationships become highly
conflictual. Girls with many conflicts showed very little variation
in their emotional states across conflict episodes.

Furthermore, we have argued that the system’s variability
should be viewed in the light of contextual variation. In other
words, do these girls feel the same because they are constantly
arguing about the same topic, or do they show the same emotional
state in response to a range of divergent conflict types? The girls
with low levels of emotional variability (the rigid group) had twice
as much topic variation as did the emotionally more flexible girls
(the moderately flexible group). This shows that the rigid girls
brought the same emotional state to widely divergent conflict
topics. For these girls, many different conflict contexts still in-
duced the same emotional state. In other words, these girls feel the
same, no matter what. Hence, the conflictual mother–daughter
systems are stuck or frozen into a small number of emotional states
and have lost their situational sensitivity (i.e., sensitivity and
flexibility in response to different conflict topics; see also Granic
at al., 2007; Lewis et al., 2004). Why is that? What is going on in
these mother–daughter systems?

In dynamic systems terms, this phenomenon can be described by
coupling processes and feedback cycles, which are important char-
acteristics of a self-organizing process (see Lewis, 1995, and
Lewis & Douglas, 1998, for a more elaborate discussion). Cou-
pling processes are the “ongoing reciprocal selection or adjustment

among related elements or subsystems” (Lewis, 1995, p. 78). This
is the process within a conflict interaction in which certain emo-
tions become coupled and emotions become attached to certain
appraisals (Lewis, 1997; Magai & McFadden, 1995). Feedback
cycles, on the other hand, imply that a current state (a set of
coupled elements) is the product of accumulated previous states.
That is, development is an iterative process in which the current
emotional conflict state serves as the input for the next emotional
conflict state. Because these feedback cycles proceed on states of
coupled elements, they create stability across iterations or conflict
episodes, as coupled elements moderate each other and tend to
keep each other in place.

In the context of parent–adolescent conflicts, imagine a teenager
who often gets angry at the mother and immediately thinks “my
mom never gets me right” and starts to yell and slam doors. This
is how it usually goes within this specific dyad, and the more often
the two “fight” this way, the higher the probability that they will
continue to do so in conflicts to follow. That is, the occurrence of
a certain state of coupled elements increases the likelihood of its
recurrence on subsequent occasions. A change in one element does
not have to result in an alteration of the entire state due to the
interrelations among the elements (Lewis & Douglas, 1998). Take
again the teenager in the above mentioned example. Imagine that
in another conflict he or she feels sad and disappointed in response
to a ban imposed by the mother. As the argument proceeds, it
becomes apparent that the mother is not willing to lift the ban. This
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Figure 3. Curve-linear relationship between the overall Hamming distance and the number of conflicts.

Table 5
Mean Unalikeability Coefficients by Level of Emotional Flexibility

Groups

No. conflicts

Unalikeability
coefficient across all

conflicts

Unalikeability
coefficient across

conflicts within the
same emotional state

M SD M SD M SD

Highly flexible (n � 7) 5.43 2.44 0.52 0.11
Moderately flexible (n � 7) 8.57 2.99 0.59 0.19 0.28 0.26
Rigid (n � 3) 16.33 2.89 0.62 0.15 0.61 0.14

Note. The individual coefficients are averaged within each group.
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triggers and confirms the cognition of “my mom never gets me
right,” and the adolescent starts to get angry again. So, here we go
again: The two end up in an angry fight, the usual conflict pattern,
described above. This example illustrates that although this con-
flict started out with a different emotional state, it still resulted in
the same conflict pattern because the other elements (i.e., the
cognitions, the reaction of the mother) were similar. This is how
coupled elements keep each other in place.

Thus, coupling and feedback cycles are the two main forces that
create stability in emotional conflict states across episodes. What
we observed in the emotionally rigid girls is that their emotional
reaction to conflicts was apparently so dominant (a very deep
valley in the state space) that it resisted contextual perturbations.
Each context (i.e., conflict topic) put unique constraints on the
system’s behavior. A flexible system responds to contextual vari-
ations and changes its behavior accordingly. In the rigid group,
highly divergent conflict topics failed to shake the system and
change its emotional state. In fact, various different contexts
induced the same emotional states. Apparently, for these girls the
sheer fact of again having a conflict with their mothers was enough
to trigger the dominant emotional state, regardless of what the
conflict was about.

In our study, we intensively followed a small sample over the
course of 1 year. Because of the long time span, one of our major
concerns and challenges in this study was keeping the adolescent
girls motivated and involved in the study. By breaking the year
into 2-week diary episodes and putting a lot of effort into building
and maintaining a good relationship with the girls, we were able to
keep the dropout rate at a very low level. In addition, the partic-
ipants in the present study were enthusiastic about the diaries. It
was an approach that suited their world and experiences, because
they were allowed to describe real-life conflicts. Filling in the
diaries cost relatively little effort, and the possibility of using the
website offered even more efficient ways of collecting and enter-
ing data. These positive reactions and our own experience made us
confident that the use of diaries offers a valuable and reliable tool
for studying time-serial aspects of the emotions involved in
mother–daughter conflicts in a real-life setting (Laurenceau &
Bolger, 2005; Papp et al., 2007; Välimäki et al., 2007).

One important limitation of this study was the fact that partic-
ipation was voluntary. On the one hand, this fact guaranteed that
we had a motivated sample, but on the other hand it is highly likely
that we implicitly had selected a special sample, namely, a sample
that was relatively well functioning, interested, and motivated to
learn more about their relationship. It is important that, in future,
researchers incorporate more distressed or problematic girls, in
order to find out whether these findings can be confirmed. Girls or
mother–daughter dyads involved in counseling or treatment could
be a possible target group. The hypothesis is that girls who have
more problematic relationships with their mother will show high
levels of emotional rigidity (see Granic et al., 2007). In addition, it
is important to think about ways in which boys could be motivated
to participate in these kinds of studies. Writing diaries is more a
“girl thing” and probably does not match the boys’ worlds of
experiences. Research has shown that adolescent boys and girls
differ in their perception of family dynamics and functioning
(Vandeleur, Perrez, & Schoebi, 2007), and the challenge is to find
research methods that suit boys’ perspectives. However, we do
believe that our findings can be seen as an estimation of what goes

on in the adolescent population as a whole and that these findings
are not specific to girls’ development. Additionally, cultural fac-
tors have been shown to be related to the way people perceive and
describe conflicts and emotions (Chentsova-Dutton et al., 2007;
Tsai, Levenson, & McCoy, 2006). But our aim in this study was to
uncover basic process-related characteristics, regardless of the
content of the emotions or conflict topics. These insights will bring
us closer to an understanding of the general dynamics and mech-
anisms that, we believe, can then be applied to other populations or
contexts. However, there is a need for more cross-cultural studies
to investigate whether the Western-rooted claim of adolescence as
a “transitional” period and parent–adolescent conflicts as an im-
portant motor within that period holds for all individuals either
within or between cultural groups.

Finally, in the present study we described the mother–daughter
system from the perspective of the girl. By doing so, we implicitly
conserved one of the system’s major properties, the system’s
variability, without explicitly mentioning the mother as a subcom-
ponent (see the reconstruction theorem of Takens, 1981). This
approach has led to interesting results concerning interindividual
differences in intraindividual variability. Given these promising
results, it is important to extend this research by taking into
account the mother’s perspective.

This explorative diary study represents a first step toward study-
ing intraindividual variability in emotional states across conflict
episodes and interindividual differences therein. With it, we have
extended existing research on emotional variability within conflict
interactions—such as the Granic, Dishion, and Hollenstein (2003)
study or the study of Hollenstein and Lewis (2006)—by analyzing
variability across episodes and by incorporating real-life contex-
tual variations. Adolescence is a period in which many changes
and transformations are taking place. In these times, within-system
variability might be a necessary precondition for adaptation and
learning. A lack of emotional variability is associated with the risk
of restricting and hampering the system’s ability and potential to
adjust to these new relational and situational demands. Given this
assumption, it is reasonable to expect negative consequences for
the development of the adolescent and the parent–adolescent re-
lationship as a result of emotional rigidity. For instance, emotional
rigidity in parent–child interactions has been shown to be related
to externalizing as well as internalizing problem behavior (Hol-
lenstein et al., 2004). A rich, complex, and balanced emotional
profile, on the other hand, corresponds to more sophisticated levels
of personality, ego, self, and identity development (Abe & Izard,
1999; Magai & McFadden, 1995; Strayer, 2002). Being stuck
within a certain emotional state is probably one of the things that
go “wrong” in a particular dyad, and it can eventually explain why
the temporary period of conflicts fails to be a developmental step
forward. However, high levels of a system’s variability might
enhance exploration, reorientation, and learning and thereby fulfill
the necessary conditions for adapting to the rising demands, chal-
lenges, and opportunities of adolescence.

References

Abe, J., & Izard, C. (1999). The developmental functions of emotions: An
analysis in terms of differential emotions theory. Cognition & Emotion,
13, 523–549.

Bassano, D., & van Geert, P. (2007). Modeling continuity and discontinu-

1373EMOTIONAL RIGIDITY



ity in utterance length: A quantitative approach to changes, transitions
and intra-individual variability in early grammatical development. De-
velopmental Science, 10, 588–612.

Chentsova-Dutton, Y. E., Chu, J. P., Tsai, J. L., Rottenberg, J., Gross, J. J.,
& Gotlib, I. H. (2007). Depression and emotional reactivity: Variation
among Asian Americans of East Asian descent and European Ameri-
cans. Journal of Abnormal Psychology, 116, 776–785.

Collins, W. A. (1991). Shared views and parent–adolescent relationships.
In R. Paikoff (Ed.), Shared views in the family during adolescence: New
directions for child development. San Francisco: Jossey-Bass.

Collins, W. A. (1995). Relationships and development: Family adaptation
to individual change. In S. Shulman (Ed.), Close relationships and
socioemotional development (pp. 128–154). Norwood, NJ: Ablex.

Dale, R., & Spivey, M. J. (2005). From apples and oranges to symbolic
dynamics: A framework for conciliating notions of cognitive represen-
tation. Journal of Experimental & Theoretical Artificial Intelligence, 17,
317–342.

Daw, C. S., Finney, C. E. A., & Tracy, E. R. (2003). A review of symbolic
analysis of experimental data. Review of Scientific Instruments, 74,
915–930.

De Weerth, C., & van Geert, P. (2002). Changing patterns of infant
behavior and mother–infant interaction: Intra- and interindividual vari-
ability. Infant Behavior & Development, 24, 340–374.

Dumas, J. E., Lemay, P., & Dauwalder, J. P. (2001). Dynamic analyses of
mother–child interactions in functional and dysfunctional dyads: A
synergetic approach. Journal of Abnormal Child Psychology, 29, 317–
329.

Fogel, A., & Thelen, E. (1987). Development of early expressive and
communicative action: Reinterpreting the evidence from a dynamic
systems perspective. Developmental Psychology, 23, 747–761.

Frijda, N. H. (2001). The self and emotions. In H. A. Bosma & E. S.
Kunnen (Eds.), Identity and emotion: Development through self-
organization (pp. 39–57) Cambridge, England: Cambridge University
Press.

Granic, I. (2000). The self-organization of parent–child relations: Beyond
bidirectional models. In M. D. Lewis & I. Granic (Eds.), Emotion,
development, and self-organization (pp. 267–298). Cambridge, England:
Cambridge University Press.

Granic, I., Dishion, T. J., & Hollenstein, T. (2003). The family ecology of
adolescence: A dynamic systems perspective on normative develop-
ment. In G. R. Adams & M. D. Berzonsky (Eds.), Blackwell handbook
of adolescence (pp. 60–91). Malden, MA: Blackwell.

Granic, I., & Hollenstein, T. (2003). Dynamic systems methods for models
of developmental psychopathology. Development and Psychopathology,
15, 641–669.

Granic, I., Hollenstein, T., Dishion, T. J., & Patterson, G. R. (2003).
Longitudinal analysis of flexibility and reorganization in early adoles-
cence: A dynamic systems study of family interactions. Developmental
Psychology, 39, 606–617.

Granic, I., & Lamey, A. (2002). Combining dynamic systems and multi-
variate analyses to compare the mother–child interactions of external-
izing subtypes. Journal of Abnormal Child Psychology, 30, 265–283.

Granic, I., O’Hara, A., Pepler, D., & Lewis, M. (2007). A dynamic systems
analysis of parent–child changes associated with successful real-world
interventions for aggressive children. Journal of Abnormal Child Psy-
chology, 35, 845–857.

Grotevant, H. D., & Cooper, C. R. (1998). Individuality and connectedness
in adolescent development: Review and prospects for research on iden-
tity, relationships, and context. In E. E. A. Skoe & A. L. Von Der Lippe
(Eds.), Personality development in adolescence: A cross-national and
life span perspective (pp. 3–37). London: Routledge.

Haken, H. (1990). Synergetics as a tool for the conceptualization and
mathematization of cognition and behavior: How far can we go? In H.

Haken & M. Stadler (Eds.), Synergetics of cognition (pp. 2–31). Berlin,
Germany: Springer-Verlag.

Haken, H., Kelso, J. A. S., & Bunz, H. (1985). A theoretical model of
phase transitions in human hand movements. Biological Cybernetics,
51, 347–356.

Hamaker, E. L., Dolan, C. V., & Molenaar, C. M. (2005). Statistical
modeling of the individual: Rationale and application of multivariate
stationary time series analysis. Multivariate Behavioral Research, 40,
207–233.

Hamming, R. W. (1950). Error detecting and error correcting codes. Bell
Systems Technical Journal, 25, 147–160.

Hoeksma, J. B., Oosterlaan, J., Schipper, E., & Koot, H. (2007). Finding
the attractor of anger: Bridging the gap between dynamic concepts and
empirical data. Emotion, 7, 638–648.

Hollenstein, T. (2007). State space grids: Analyzing dynamics across
development. International Journal of Behavioral Development, 31,
384–396.

Hollenstein, T., Granic, I., Stoolmiller, M., & Snyder, J. (2004). Rigidity in
parent–child interactions and the development of externalizing and
internalizing behavior in early childhood. Journal of Abnormal Child
Psychology, 32, 595–607.

Hollenstein, T., & Lewis, M. D. (2006). A state space analysis of emotion
and flexibility in parent–child interactions. Emotion, 6, 656–662.

Jackson, S., Bijstra, J., Oostra, L., & Bosma, H. A. (1998). Adolescents’
perceptions of communication with parents relative to specific aspects of
relationships with parents and personal development. Journal of Ado-
lescence, 21, 305–322.

Johnson, H. D. (2004). Hypothetical situation realism in conflict research:
Associations with adolescent emotional responses. North American
Journal of Psychology, 6, 265–274.

Jones, T. S. (2001). Emotional communication in conflict: Essence and
impact. In F. Eadie & P. E. Nelson (Eds.), The language of conflict and
resolution (pp. 81–104). Thousand Oaks, CA: Sage.

Kunnen, E. S. (2006). Are conflicts the motor in identity change? Identity,
6, 169–186.

Lang, F. R., Featherman, D. L., & Nesselroade, J. R. (1997). Social
self-efficacy and short-term variability in social relationships: The
MacArthur Successful Aging Studies. Psychology and Aging, 12, 657–
666.

Laurenceau, J. P., & Bolger, N. (2005). Using diary methods to study
marital and family processes. Journal of Family Psychology, 19, 86–97.

Laursen, B. (1995). Conflict and social interaction in adolescent relation-
ships. Journal of Research on Adolescence, 5, 55–70.

Laursen, B., & Collins, W. A. (1994). Interpersonal conflict during ado-
lescence. Psychological Bulletin, 115, 197–209.

Lewis, M. D. (1995). Cognition– emotion feedback and the self-
organization of developmental paths. Human Development, 38, 71–102.

Lewis, M. D. (1997). Personality self-organization: Cascading constraints
on cognition–emotion interaction. In A. Fogel, C. D. P. Lyra, & J.
Valsiner (Eds.), Dynamics and interdeterminism in developmental and
social processes (pp. 193–216). Mahwah, NJ: Erlbaum.

Lewis, M. D. (2000). The promise of dynamic systems approaches for an
integrated account of human development. Child Development, 71,
36–43.

Lewis, M. D., & Douglas, L. (1998). A dynamic systems approach to
cognition–emotion interactions in development. In M. F. Mascolo & S.
Griffin (Eds), What develops in emotional development? (pp. 159–188).
New York: Plenum Press.

Lewis, M. D., Lamey, A. V., & Douglas, L. (1999). A new dynamic
systems method for the analysis of early socioemotional development.
Developmental Science, 2, 457–475.

Lewis, M. D., Zimmerman, S., Hollenstein, T., & Lamey, A. (2004).
Reorganization in coping behavior at 1�1/2� years: Dynamic systems and
normative change. Developmental Science, 7, 56–73.

1374 LICHTWARCK-ASCHOFF, KUNNEN, AND VAN GEERT



Lichtwarck-Aschoff, A., van Geert, P., Bosma, H., & Kunnen, S. (2008).
Time and identity: A framework for research and theory formation.
Developmental Review, 28, 370–400.

Magai, C., & McFadden, S. H. (1995). The role of emotions in social and
personality development: History, theory, and research. New York:
Plenum Press.

Papp, L. M., Goeke-Morey, M. C., & Cummings, E. M. (2007). Linkages
between spouses’ psychological distress and marital conflict in the
home. Journal of Family Psychology, 21, 533–537.

Paulhus, D., & Martin, C. (1988). Functional flexibility: A new conception
of interpersonal flexibility. Journal of Personality and Social Psychol-
ogy, 55, 88–101.

Perry, M., & Kader, G. (2005). Variation as unalikeability. Teaching
Statistics, 27, 58–60.

Roseman, I. J., Wiest, C., & Swartz, T. S. (1994). Phenomenology, behav-
iors, and goals differentiate discrete emotions. Journal of Personality
and Social Psychology, 67, 206–221.

Ruhland, R., & van Geert, P. (1998). Jumping into syntax: Transitions in
the development of closed class words. British Journal of Developmen-
tal Psychology, 16, 65–95.

Siemer, M., Mauss, I., & Gross, J. J. (2007). Same situation—different
emotions: How appraisals shape our emotions. Emotion, 7, 592–600.

Smetana, J. G. (1989). Adolescents’ and parents’ reasoning about actual
family conflict. Child Development, 60, 1052–1067.

Smetana, J. G. (1995). Conflict and coordination in adolescent–parent
relationships. In S. Shulman (Ed.), Close relationships and socioemo-
tional development (pp. 155–184). Norwood, NJ: Ablex.

Smith, L. B., Thelen, E., Titzer, R., & McLin, D. (1999). Knowing in the
context of acting: The task dynamics of the A-not-B error. Psychological
Review, 106, 235–260.

Steenbeek, H., & van Geert, P. (2008). An empirical validation of a
dynamic systems model of interaction: Do children of different socio-
metric statuses differ in their dyadic play? Developmental Science, 11,
253–281.

Strayer, J. (2002). The dynamics of emotions and life cycle identity.
Identity, 2, 47–79.

Takens, F. (1981). Detecting strange attractors in turbulence. In Lecture
notes in mathematics: Vol. 898. Dynamical systems and turbulence (pp.
366–381). Berlin, Germany: Springer.
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