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Abstract: In this paper, we introduce and evaluate a system capable of recognizing
words extracted from ultra low resolution images such as those frequently embedded on
web pages. The design of the system has been driven by the following constraints. First,
the system has to recognize small font sizes between 6-12 points where anti-aliasing and
resampling filters are applied. Such procedures add noise between adjacent characters
in the words and complicate any a priori segmentation of the characters. Second, the
system has to be able to recognize any words in an open vocabulary setting, potentially
mixing different languages in Latin alphabet. Finally, the training procedure must be
automatic, i.e. without requesting to extract, segment and label manually a large set
of data. These constraints led us to an architecture based on ergodic HMMs where
states are associated to the characters. We also introduce several improvements of
the performance increasing the order of the emission probability estimators, including
minimum and maximum width constraints on the character models and a training
set consisting all possible adjacency cases of Latin characters. The proposed system is
evaluated on different font sizes and families, showing good robustness for sizes down
to 6 points.
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1 Introduction

There is no doubt about it: the world wide web has been established as the
most ultimative information provider nowadays. Therefore, the investigations
in the area of text indexation and information retrieval of web pages has been
excessively increased during the recent years. Search engine crawlers have made
significant progresses in indexing the HTML plain text. More specifically in
the image indexation problem, web pages often contain images with embed-
ded text with important semantical value for information retrieval and indexa-
tion [Antonacopoulos et al., 2001a]. Various works report on methods to index
the web images. These approaches are either content-based or text-based. The
content-based approaches use the image shape, color and texture for search and
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indexing. They usually compare description of features of a target image with
the images contained in their database [Santini, 2002, Scarloff et al., 1997, Beni-
etz et al., 1997]. Content-based indexing is firstly computationally cost intensive
when used in a large database and secondly it needs a draft of the searched image
to query the database which is not simple nor always available. Text-based index-
ing analyzes the HTML text associated with these images [Gong et al., 2006]. The
analyzed textual description of the image content is stored in a database. Such
description can be for example textual information contained in the < Alt >

tag or in alternative optional fields, image titles or surrounding text in a HTML
page. When the user enters a keyword description of his searched information,
this keyword is compared to the description of the stored images in the database.
Text-based indexing is obviously computationally less cost intensive because it
needs a textual keyword description to search for contextual information. How-
ever, both approaches are still insufficient to provide good retrieval quality since
the content-based approach does not use textual information embedded in im-
ages or in the surrounding HTML text and the text-based approach uses textual
annotations in HTML text that is added manually. Textual human annotations
are unfortunately mostly poorly provided in HTML pages. Therefore, recogniz-
ing text embedded in web images can significantly improve quality of web image
indexation and retrieval. One can distinguish between two main categories of
text found in web images. The first one corresponds to text visible on scenes
shot by cameras. The related area of research which is called ”camera based text
recognition” tackles this problem [Liang et al., 2005a]. One can find several works
in literature reporting promising results to detect and recognize text embedded
in low resolution images shot from digital cameras [Liang et al., 2005b, Doer-
mann et al., 2003]. The second category corresponds to bitmap images that are
processed using dedicated software such as Photoshop or Fireworks. Such images
are generated by web designers to create for example banners, menus, headers,
logos etc.. The work that we present in this paper focuses on the recognition of
text belonging to this second category. However, we believe that the principles
of the approach could also be generalized to camera-based text-recognition.

Such text embedded in web images is often anti-aliased with small font sizes
(< 12 pts) and has ultra low resolution (between 72 and 90 dpi). An existing
approach is to use classical OCR software. However, OCRs are generally built
to treat high-resolution (>150 dpi) bi-level images acquired from scanned docu-
ments and are therefore not suitable to recognize such text. Several works have
been proposing various image enhancement algorithms to transform the text im-
age into a quality that is supported by the existing commercial OCRs [Lopresti
and Zhou, 2000, Antonacopoulos and Karatzas, 2004, Perantonis et al., 2003].
While these works have reported noticeable results, the image enhancement
is sometimes limited due to very low resolution, to anti-aliasing or to non-
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homogeneous text.
Instead of pre-processing the images to feed a classical OCR system, our ap-

proach is to use a recognizer specifically trained to recognize such inputs. Our
motivation is indeed to reach better accuracy using a recognizer that is specif-
ically trained on inputs including the specificities of such images. To achieve
this, we based our system on hidden Markov models (HMMs) that are versatile
and powerful statistical tools used in various applications such as in the field
of cursive handwriting [Marti and Bunke, 2001, Vinciarelli et al., 2003, Biasdy
et al., 2006] or automatic speech recognition [Rabiner and Juang, 1993]. In our
previous works, we have been first conducting a preliminary study on isolated
characters [Einsele and Ingold, 2005]. The focus was on the understanding of the
variabilities of text in ultra low resolution images and on identifying a reliable
feature extraction and local character scoring. We have shown that a feature ex-
traction based on moments computation and on multivariate Gaussian density
functions leads to robust rsults to recognize isolated characters. Then, in [Einsele
et al., 2007b], we extended the approach to recognize full words. Our decision
was to use HMMs that present the interesting property to solve the character
segmentation and word recognition at the same time. In this approach, one left-
right HMM is built for each word where characters are associated to one or
more HMM states. A large HMM can be finally built considering the vocabu-
lary taken from a dictionary of 60’000 words, making each word-level HMMs
competing against each other. While giving very satisfactory word recognition
results, this approach has two drawbacks. First, the recognition is limited to
the words available in the dictionary. Some inputs were, indeed, not available in
the dictionary, such as inflected forms or proper names, and therefore were not
recognized. Second, the memory and cpu usage was still pretty high even when
performing several optimization of the HMM topology. A porting of this system
on low-end devices such as PDAs would have been difficult to realize.

To overcome these drawbacks, we are proposing here to use an ergodic topol-
ogy for the HMMs, where all character models are connected to each other. With
such a system, the vocabulary size is potentially unlimited while keeping low the
usage of system resources. More specifically, we use an ergodic topology based
on minimum and maximum constraints which have been obtained automati-
cally from training process. We first measure the impact of number of Gaussian
components on a specific font. Then we evaluate the performance of the system
when changing font sizes from 6 to 12 points and different font groups. Finally,
we perform an error analysis and introduce a so called ”balanced training set”
to optimize the system.

The remainder of this paper is organized as follows: In Section 2 we list the
specifities of text in web images. In section 3 we describe the system used both
for training and testing. In section 4 we show the evaluation results and finally
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(a) Character level (b) Word level

Figure 1: (a) Example of anti-aliased, resampled character ’A’ with different grid
alignments. (b) Low resolution version of word ’School’ and illustration of the
sliding window used for the feature extraction.

we draw conclusions and discuss our future work.

2 Specifities of ultra low resolution, anti-aliased text

The type of inputs our system is treating is illustrated on Fig. 1. These inputs
present specificities at the character and at the word level.

Character level: (1) the character has an ultra low resolution, usually
smaller than 100 dpi with small point sizes frequently between 6 and 12 points,
(2) the character has artefacts due to anti-aliasing filters and (3) the same char-
acters can have multiple representations due to the position of the sampling
grid.

Word level: As can be observed, there are no spaces as white pixels avail-
able to segment characters within the word. Therefore the well-known pre-
segmentation methods [Nagy, 2000] used in classical OCR systems can not be
applied anymore in this case. Furthermore, the anti-aliasing noise on both bor-
ders of adjacent characters is an additional source of variability.

In our work, we don’t treat other artefacts that could be potentially found
in text embedded in web images such as color patterns in the character shape
or background of the characters, customized spacing between characters, mix
characters.

3 System description

We do not address in this work the problem of text detection. Approaches about
text detection from web images are reported in [Lopresti and Zhou, 1996, 1997,
Antonacopoulos and Karatzas, 2002, 2000, Antonacopoulos et al., 2001b]. Fur-
thermore, we assume that words can be accurately segmented using classical
segmentation algorithms like connected components or vertical and horizontal
projection profiles. In other words, we are making the assumption that our sys-
tem receives as input an image including a single word that then need to be
recognized by our system.
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Figure 2: Block diagram of training and recognition

Our system is based on HMMs that are statistical models able to compute
the likelihood of an observation sequence given a set of states having transitions
between them [Rabiner and Juang, 1993]. Each state is usually associated to a
given pattern and a so-called emission probability density function (pdf) is used
to model features extracted from this pattern. In our approach, HMM states are
associated to character images. The transitions between states are weighted with
transition probabilities. Therefore, HMMs model a double stochastic process, one
that is tied to the observation of some features (emission probabilities) and one
that is tied to the transition between states (transition probabilities). According
to this and to the usual simplifying assumptions done with HMMs, the likelihood
of a model can be computed as the sum of the product of emission and transition
probabilities along all the possible paths.

As illustrated on Fig. 2, our system has two parts: the training part and
the recognition part. The training part aims at computing character models by
recomposing word-level HMMs based on simple left-right topology iteratively
analyzing a large training set of word images. At recognition time, we use an
ergodic HMM topology where each character model is connected to each other.
More details about the different blocks composing our system are given below.

3.1 Feature extraction

HMMs model ordered sequences of features that are function of a single inde-
pendent variable. We decided here to compute a left-right ordered sequence of
features by sliding an analysis window on top of the word. Therefore the inde-
pendent variable is, in our case, the x-axis. As few pixels are available for each
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character, we decided to use the first and second order central moments as fea-
tures, since they are translation invariant and can convey sufficient information
about a shape even when few pixels are available as in our case. First and second
order central moments are described in detail in [H.Bunke and P.Wang, 1997,
Gonzalez and Woods, 1992, Jähne, 1997]. We have observed in our previous stud-
ies [Einsele and Ingold, 2005, Einsele et al., 2007a] that such features are fairly
discriminant for the recognition of ultra low resolution characters embedded in
images. As illustrated on Fig. 1(b), we used a 2 pixels length window shifted 1
pixel right. In each sliding window, we compute a feature vector of 8 components
including the 6 first and second order central moments, the sum of gray pixel
values and an additional feature computed from the difference between the base-
line and the y coordinate of the gravity center of each analysis window. This last
feature is actually optimistically computed as the baseline is here assumed to be
correctly estimated. As output of the feature extraction, a given word image is
then transformed into a sequence of feature vectors with 8 components.

3.2 Character model training

The training method is performed directly on words for which a simple left-
right HMM is recomposed by gluing together the corresponding character sub-
models. At training time, a character is modeled with one state where a self-loop
transition allows to remain in this model as long as the sliding window is on top
of the character. As introduced in [Einsele et al., 2007c], we also use an inter-
character model ’#’ to capture the anti-aliasing noise between the adjacent
characters. This model is here treated in the same way as another character
model. According to our tests this noisy zone spans 1 to 3 pixels dependent of
font family, size and shape. Fig. 3 shows the topology of an HMM recomposed
at training time for the word ’cat’.

Figure 3: HMM topology for training

The emission probability of each state is computed using continuous mixture
of Gaussian components (see for example [Rabiner and Juang, 1993]). The train-
ing of the model parameters is performed using an iterative process as follows:

1. Viterbi alignment. According to the values of the parameters of the char-
acter models, we compute for the whole training set the corresponding align-
ment between states and feature vectors using the Viterbi algorithm.
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2. Parameter re-estimation. From the segmentations obtained earlier, we
compute new values of the parameters of the character models, i.e. mean
vectors, covariance matrices, mixture weights and self-loop probability asso-
ciated to each state. This re-estimation is also an iterative process that is
performed using the classical expectation maximization (EM) process.

Steps 1 and 2 are iteratively repeated until convergence is reached, typically
after some iterations. The initial alignment is obtained performing a linear seg-
mentation, assuming that all characters have equal widths. This approach has
proven to be efficient provided that the quantity of training samples is large
enough. Additionally, we have made the assumption that the components of the
feature vector are uncorrelated. This presents the advantage to let the covariance
matrix be diagonal and to be more computationally efficient. We have measured
that this assumption is actually not critical in terms of accuracy [Einsele et al.,
2007c].

3.3 Recognition with ergodic topology

Figure 4: One-state character model

Figure 5: Character model with min width constraint

Figure 6: Character model with min-max width constraint
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At recognition time, we are proposing here to build a HMM with an ergodic
topology at the character level. The topology includes all transitions from one
character to the other, therefore allowing to recognize potentially any words in
in any language written in Latin alphabet in an open-vocabulary approach. As
alternative to the ergodic approach, a topology could also be proposed where a
large set of words is used to build a large HMMs where all words are competing
in parallel [Einsele et al., 2007b]. While such an approach allows a more precise
modeling of a set of words (by including constraints from the lexicon), it has
the disadvantage of limiting the recognition capability to a given vocabulary
as the Viterbi must search in a HMM made of 60’000 words for the optimal
path. In other related recognition domains where the vocabulary of the input
is potentially very large, ergodic topologies have also been proposed. We can
refer to [El-Yacoubi et al., 2002] where an ergodic HMM system is presented to
recognize handwritten street names, to [S. A. Santoshkumar, 2005] for automatic
language identification and to [Miyazawa et al., 1994] for speaker verification.

Figure 7: Ergodic topology for testing

Our ergodic topology is illustrated on Fig. 7. As seen on this Figure, the
characters are all accessible in parallel and a transition is looping back to all
characters from the inter character model ’#’. In this Figure, the states repre-
sented by black dots are non-emitting states classically used to glue sub-HMMs
together. Each character sub-model can take different topology as illustrated on
Fig.4-6. The first topology on Fig. 4 is corresponding to the one used at training
time. In our previous work [Einsele et al., 2007c], we have experienced that the
use of minimum width constraints as expressed in the second topology on Fig. 5
delivers better results as it basically impeach the decoding procedure to leave too
early a state giving low local scores. For this work, the minimum width values
were inferred from the bounding boxes of each isolated characters. In this paper,
we are introducing an extension of this topology that is illustrated on Fig. 6. The
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values of each transitions leading to the end of the model are corresponding to
the probabilities pi(n) of observing at least n feature vectors in a given character
model i. These values are computed during training by inspecting the Viterbi
forced alignment on each word. This new width model, while introducing simi-
lar minimum width constraints as in model Fig. 5, introduces also a maximum
width constraint, expressing the fact that characters have limited width.

For a given test image, we use the Viterbi criterion to determine the best path
in this ergodic topology. This path actually defines the recognized sequence of
characters composing the word. The Viterbi decoder is also configured to prune
out the less probable paths along the recognition process to keep the memory
and cpu usage in reasonable ranges.

The transition probabilities going from the submodel ’#’ back to each char-
acter is actually corresponding to the case of equiprobable character sequences,
for any pair of characters. We could think of using transition values computed
by estimating character bigram frequencies from a real life dictionary. Such a
configuration would present the advantage to give lower scores to less probable
character sequences, at the cost of making the system dependent to a given lan-
guage. However, our tests using such character bigram frequencies have shown
very little improvements if any in comparison with a simple ergodic topology
not based on bigram frequencies. While counter-intuitive, such results can be
explained by the fact that transition probabilities have relatively low weight
in comparison to emission probabilities. Indeed, emission probabilities are esti-
mated using multivariate Gaussian densities in a high dimensional input space
and are therefore leading to quite small values for all feature vectors. Similar
observations have been done in the field of speech recognition where it proved
beneficial to artificially give more weights to the set of transition probabilities
derived from language based constraints. Such approaches, as well as adding
character trigram constraints or word bigram or trigram constraitns could po-
tentially improve the system as explained in [Zimmermann and H.Bunke, 2004],
but we leave this for future investigations.

4 Experimental results

We focus on single font recognition in this work, which means that each font is
modeled and tested independently. Additionally we use the topology of Fig. 6
for all experiments. We use a data base consisting of synthetical word images
both for training and test. These word images are produced in high resolutions
using the java.awt.Font class and are then resampled using Photoshop to our
target resolution. Anti-aliasing filters are automatically applied by Photoshop.
For testing, an independent set of 3000 unseen word images is generated with
the same procedure. We have performed two different evaluation series on the
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system. Our results are all reported in terms of word recognition rates (WRRs).
We experimented with two different training sets. In the first series we were
interested in impacts of different system parameters. The second series consists
of an error analysis that leads to build a training set to cover the imperfections
of the system and benefits from the outcomes of the first experiment series.

4.1 Training with 8’000 word images

A set of nearly 8000 word images is generated by selecting words from a large
dictionary. The selection procedure guarantees that each of the 26 characters
are represented at least 400 times in the training set. We have investigated the
following factors:

1. Model order. We investigated the impact of using more complex models by
increasing the number of Gaussian components used to compute the emission
probabilities. Word recognition rates (WRR) were obtained using the Sans
Serif font Verdana, plain, 10 points. As illustrated on Fig. 8, increasing the
model order allows to reach better performance thanks to a more precise
modeling. No significant gain is observed for models over 64 Gaussians.

2. Font size. Using the optimum number of Gaussian components obtained
from previous experiments and keeping the same system architecture, we
computed the recognition performance for different font sizes going from 12
to 7 points rendered in plain style. The objective is here to measure the
impact of smaller font sizes on the system performance. Table 1 summarizes
the results. As expected, reducing the font size has a negative impact on the
recognition performance. Nevertheless, fairly good performance around 91%
can still be obtained even for the very small size of 7 points.

Table 1: WRR (%) for ergodic HMM with min-max duration constraints

Font Size
7 pts 8 pts 9 pts 10 pts 11 pts 12 pts

sans serif 91.6 92.0 93.0 93.6 93.7 97.7

4.2 Training with balanced trigrams

We have studied the recognition errors of the above experiments. Typical errors
are reported in table 2,where we observe confusions between ’q’ and ’d’, ’b’ and
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Figure 8: Evolution of WRR when increasing the number of Gaussian compo-
nents

’p’, ’h’ and ’n’, ’n’ and ’r’, ’n’ and ’h’. Our hypothesis is here that the training
set does not contain enough training data for some letters that are frequently
confused (for example ’q’).

Table 2: Error analysis for ergodic single word recognizer

Genuine word Recognized word for Font Size
12pts 11 pts 10 pts 9 pts 8 pts 7 pts

aldercy alqlercy aldercy aldercy aldercy aldercy alqercy
dakar qlakar dakar qlakar dakar qlakar qdakar
dawn qlawn dawn qlawn dawn qlawmh qdawn
deluded qleluqled deluded qleluded deluded qleluded qdeluqed
enrique enridue enrique enridue enrique enridque enridue

weapons weapons weapons weapons weapons weapons weapbons
bausch bausch bausch bausch bausch bausch bpausch

stann stann starhn starhn stann stann stann
tsang tsang tsarhg tsarhg tsang tsang tsang
stann stann starhn starhn stann stann stann
exiting exiting exitirhg exitirhg exiting exiting exiting

Since the presented ergodic recognizer does not rely on a certain dictionary
as shown in [Einsele et al., 2007b] which allows Viterbi decoder to avoid such
confusions, we decided to attempt improving the quality of the modelling. In this
direction, we enhanced the training set design so that it contains 26 ∗ 26 ∗ 26 =
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Table 3: WRR (%) for open vocabulary system for a serif and a sans serif font
with different font styles and sizes using min-max width constraints trained with
balanced trigrams

Font family Font style Font Size
7 pts 8 pts 9 pts 10 pts 12 pts

sans serif

plain 96.9 96.2 98.8 98.8 99.2
bold 97.1 97.2 98.3 99.1 99.5
italics 95.7 96.9 97.5 97.9 98.9
bold+italics 96.8 98.2 98.7 98.9 99.4

serif

plain 93.9 96.1 97.8 98.5 99.5
bold 94.8 95.1 98.3 98.1 99.9
italics 95.5 96.1 96.8 97.2 99.3
bold+italics 96.6 96.6 97.4 98.1 98.8

17′576 trigrams. We tested both serif and sans serif fonts wuith 4 different font
styles and for font sizes between 7-12 points. We used a mixture of 64 Gaussian
components, as suggested in the previous experiments. The results are listed in
table 3. We can see in this table that the recognition rates for sans serif font is
indeed considerably improved when comparing to the results from table 1. The
improvement of recognition rate is in the range of about 2.5% (for 12 pts) and
6% (for 8,9 pts). When comparing the recognition rates of serif and sans serif
fonts, we see that the sans serif has higher recognition rates. Nowadays sans serif
fonts like Verdana, Tahoma and the fonts recently included in Windows Vista
like Calibri, Candara and Consolas are mostly used fonts on computer screens.
The reason is that generally sans serif fonts show a better legibility than serif
fonts for human eyes at ultra low resolution. Interestingly, our system is also
better recognizing such fonts. A complete list of Microsoft sans serif fonts can
be found in [Microsoft, 2007].

5 Conclusions and future work

We have introduced and evaluated a recognition system capable of recognizing
ultra low resolution words extracted from images. The system includes a fea-
tures extraction module based on sliding windows on which central moments are
computed. The modeling part is based on HMMs where each state is associated
to a specific character. At training time, the character models are trained au-
tomatically by recomposing simple left-right word level HMMs. At recognition
time, an ergodic topology is built where all character sub-models are allowed to
be followed by any other character model. Minimum and maximum width con-
straints are also introduced for the character models, simply altering the original
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topology of each model. We also investigated the impact of building a balanced
training set to model equally all potential character sequences. The proposed
system has been evaluated on different font families, styles and sizes. From this
evaluation, we can conclude on the following advantages of our approach:

– The HMM is able to solve at the same time the segmentation and the recog-
nition of the characters, then avoiding the use of character segmentation
procedures that do not apply well on low resolution anti-aliased character
sequences.

– The ergodic architecture allows to recognize any words making the system
able to work in an open vocabulary manner, potentially on any language
supported by this set of characters.

– The robustness of the training convergence of HMMs allows for a fully auto-
mated training where the information on character position is not requested.

– The design of the system based on sliding windows, HMMs and multi-
Gaussian models allows to apply the same architecture potentially on any
font family, style and size.

Potential future works could go in the direction of including linguistic con-
straints in the system architecture. Including linguistic constraints could be done
in a similar manner as in speech recognition systems, using statistical language
models including n-gram character constraints. Another possibility could be to
keep the n-best recognition hypothesis as output of the ergodic model and to
prune out the hypothesis that are unprobable looking in a dictionary. Future
works will also be dedicated to the evaluation of the recognition system in a
multi-font context and using real-life images extracted from the web.
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