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ABSTRACT 
Numerous online laboratory resources have been and 

continue to be developed by many educational institutions 
around the world. These resources include both remote 
laboratories, which are based on actual experimental devices 
accessed remotely, as well as virtual laboratories, which 
represent software simulations of experiments. In the vast 
majority of the cases, the remotely accessible online laboratories 
reported on in the literature represent stand-alone systems, 
which are typically difficult to share by large numbers of 
learners dispersed at various educational institutions. This has 
led to the existence of many functionally similar, but 
independently operating systems developed in many places. 

This paper will identify the common features of such online 
laboratory resources. Then, the framework for a network of 
interconnected resource managers, which facilitate the efficient 
implementation and deployment of as well as the subsequent 
search for and shared usage of online laboratory resources (e.g. 
remote experiments, virtual experiments, game-based 
environments, etc.), will be presented. A centralized resource 
repository is presented that enables the publishing of 
information on the existence and availability of specific 
resources through the network. Finally, an example is given that 
illustrates the issues relating to joining, publishing, searching for 
and accessing online laboratory resources in that framework. 

KEY WORDS 
Online laboratory resource, remote experiment, resource 

manager, resource sharing, search, virtual experiment 
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1. INTRODUCTION 
1.1 Motivation for this work 

Laboratory work exposes students to practical issues and 
physical instruments and is, therefore, important in engineering 
and science education. Certain types of experiments can be 
delivered solely by online means. Successful applications of 
online laboratory systems with varying degrees of interactivity 
have been reported by many educational institutions 
(1, 2, 3, 4, 5, 6, 7, 8 and 9). One of the prominent advantages of 
online laboratories is their flexibility of delivery. They allow the 
students to not only work at their own pace but from any 
location and at any time they choose. Recently, studies of 
educational outcomes have started to appear in the educational 
literature, which provide increasing evidence for the educational 
viability of such online laboratory resources (10, 11, 12 and 
13). 

Typically, the remotely accessible online laboratories 
reported in the literature represent stand-alone systems, and it is 
rather difficult for potential users to locate them and then make a 
decision about which online laboratory resources best satisfy 
their requirements. In this context, there is an increasing need 
for a framework to connect such online laboratory resources as 
well as search for and share these resources. 

1.2 Some related work 
Recently, many research efforts have been made to provide 

technologies or infrastructures to support the sharing of 
distributed online experimentation systems. MIT developed iLab 
(14), a shared architecture to support batched experiments across 
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institutional boundaries. A method to guide the learning resource 
recommendation according to the student’s learning status was 
described (15), which focuses on how to organize learning 
materials based on domain ontology. In order to find suitable 
learning materials that best match the students’ needs, a multi-
attribute evaluation method was proposed ( 16 ). Based on 
connecting similar learners to form a small community, shared 
common needs for learning resources can be identified during 
different learning processes (17). Building upon these concepts, 
this paper discusses a framework that enables the search for and 
communication between distributed online laboratory systems. 

First, an analysis of the common features of online 
laboratory resources is presented. Then, the general software 
application used for managing these resources at different 
universities is discussed. A framework to search for and share 
online laboratory resources by connecting and exchanging 
resource information with these software applications is 
described. Finally, two cases are illustrated to explain issues 
relating to joining, publishing, searching for and accessing 
online laboratory resources in that framework. 

2. ONLINE LABORATORY RESOURCES 
In order to efficiently share online laboratory resources 

amongst many users, the common features of these resources 
must be identified, thus establishing a unified way to represent 
them. The information describing an online laboratory resource 
can be separated into a field feature and a deployment feature, in 
addition to a name and a description. 

Each online laboratory resource is associated with a specific 
field feature, which includes a domain (e.g. engineering, 
science, medicine, etc.), a discipline (e.g. mechanical 
engineering, electrical engineering, etc.), a sub-discipline (e.g. 
statics, dynamics, solid mechanics, etc.) and a subject (e.g. 
vibrations, gears, inertia, etc.). For example, Figure 1 shows a 
remote experiment for demonstrating the deflection of a 
cantilever beam under transverse loading (18). This experiment 
is related to the subject of “beam” in the sub-discipline of 
“statics”, which in turn is part of the discipline of “mechanical 
engineering” in the domain of “engineering”. These 
dependencies can be organized in a hierarchical structure, and 
any laboratory resource can then be placed uniquely in this 
structure. A portion of this hierarchical tree structure is depicted 
in Figure 2. 

The existing online laboratory interfaces were implemented 
in many languages. In addition, due to their implementation or 
other factors, they exhibit different technical characteristics, and 
they can be classified into three categories: 
• Remote experiments (19, 20 and 21) involve the operation 

of a real, remotely located, physical system (i.e. 
experimental devices equipped with actuators and sensors to 
manipulate and monitor them), including visual and data 
feedback from the remote site (i.e. involving some type of 
“real presence” to the remote site). 

• Virtual experiments ( 22 , 23 ) represent interactive 
simulations accessed through graphical user interfaces 
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(often involving realistic three-dimensional graphics 
animations) but provide no visual or operational link to a 
real physical system. 

 Game-based experiments ( 24 , 25 ), through immersive 
environments provided by computer game engines, can 
facilitate rich interaction and collaboration between team 
members in conducting experimental procedures. 

 
Figure 1: Remote experiment with a cantilever beam 

In addition, some online laboratories provide video or audio 
upport, and furthermore these resources may have special 
ccess policies (e.g. usage fees, copyright or other restrictions, 
tc.). Building on the analysis of these common features, a 
oding scheme was developed, which allows the identification 
f suitable online laboratory resources on the Internet more 
fficiently than by applying one of the commercial search 
ngines. A more detailed description of this coding scheme can 
e found elsewhere (26). 

. RESOURCE MANAGER 
Most online laboratory systems are implemented based on 

ynamic HTML Web pages or JAVA applets to provide the 
tudents with a user-friendly interface for performing their 
boratory tasks. Often, software tools such as Common 
ateway Interface (CGI) (27), Hypertext Preprocessor (PHP) 

28), Java Server Pages (JSP) (29), ASP.NET (30) and Active 
erver Pages (ASP) (31) are used on the server side to establish 
anagement functionality for the various experiments that 

eside locally at a particular institution. In this paper, the 
oftware tool used to manage the online laboratory resources is 
eferred to as resource manager (RM), which performs the 
ollowing functions: 
 Authentication is used in order to restrict access to the 

online experiments to authorized users. Also, it can help to 
avoid malicious attacks or abuse of the system. 

 Status management is employed for determining the 
current availability of an experiment and guiding students in 
accessing it. Normally, a student can gain control over the 
experiment on a first-come first-serve basis, which is 
facilitated by queue management. 

 Data storing is used to preserve the experiments’ results for 
later usage by students and instructors. 
2 Copyright © 2007 by ASME 
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• Scheduling is utilized to facilitate access to the experiments 
without conflicts and congestion. 
These functions and software modules for online resource 

management are used to operate several remote and virtual 
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experiments developed at Stevens Institute of Technology (SIT, 
see Figure 3). 
 

 
Figure 2: Part of hierarchical tree structure for identifier “field” 
 

 
Figure 3: Stevens online laboratory environments 

4. NETWORK OF RESOURCE MANAGERS 
Computer networks are used as the interconnection of two 

or more computers in order to share files and folders, 
applications, or resources like printers, scanners, web-cameras, 
etc. They can be divided into two major categories: server-based 
and peer-to-peer networks(P2P) . 
 of
In P2P networks, there are no dedicated servers or hierarchy 
among the interconnected computers. All of the computers on 
the network handle security and administration individually. 
Each computer can act as both a server (sharing resources) and 
client (using resources). There is no centralized control over the 
resources (e.g. files or printers). Individual users simply share 
the resources whenever and with whomever they want. 
Typically, all computers are equal in the sense that no computer 
has a higher priority for network resources. 

Unlike P2P networks, sever-based networks provide for 
centralized control of network resources. Sever-based networks 
are also known as client/server networks because of the clearly 
defined distribution of roles between client computers and server 
computers. The client computers use the resources available on 
the network while a dedicated server provides the shared 
resources and handles security and system administration for the 
entire network. 

Comparing these two network models, the P2P network 
architecture lets all clients provide resources, including 
bandwidth, storage space and computing power. Thus, as 
additional nodes are integrated into the network and demand on 
the system increases, the total capacity of the system also 
increases. This concept exactly matches the goal at hand to 
efficiently utilize all online laboratory resources available 
3 Copyright © 2007 by ASME 
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around the world. Currently, there are several different 
architectures for P2P networks: 
• Centralized: Napster (33) and other similar systems have a 

constantly updated directory hosted at a central location 
(e.g. the Napster website). Nodes in the P2P network issue 
queries to the central directory server to find which other 
nodes hold the desired files. 

• Decentralized but structured: These systems have no 
central directory server, but they have a consistent protocol 
to ensure the network structure. “Structured” means that the 
P2P overlay topology (i.e. the set of connections between 
P2P members) is controlled and that files are placed not at 
random nodes but at specified locations that will make 
subsequent queries easier to satisfy. There is a growing 
literature on such structured P2P systems which support a 
hash-table-like interface (34, 35 and 36). One drawback is 
that such systems only directly support exact-match search. 

• Decentralized and unstructured: These are systems in 
which there is neither a centralized directory nor any precise 
control over the network topology or file placement. 
Gnutella (37) is an example of such designs. The placement 
of files is not based on any knowledge of the topology. To 
find a file, a node queries its neighbors. The most typical 
query method is flooding, where the query is propagated to 
all neighbors within a certain radius. This search mechanism 
is extremely unscalable, thus generating large loads on the 
network participants. 
Beyond building the network to connect the online 

laboratory resources distributed around the world, how to find 
the resource is a key issue that needs to be considered in this 
framework. The concept underlying commercial search engines 
(e.g. Google 38) and file-sharing programs (e.g. Napster) can be 
used for that purpose. Both Google and Napster employ a 
centralized index, which makes it fast and efficient to locate 
available resources on the Internet and in the P2P network, 
respectively. The work presented here was inspired by the 
approach employed by search engines and file-sharing 
programs. A centralized repository is used to host an index of 
available online laboratory resources and communicate them 
between resource managers. This system enables its users to 
efficiently find and collaboratively use online laboratory 
resources that are distributed all over the world. 

Figure 4 depicts the overall network structure, including 
four representative sample institutions. This architecture 
corresponds to a centralized P2P network. In this framework, 
each participating institution offering or using resources can be 
considered a peer. If a peer wants to find a desired online 
laboratory in the network, a corresponding query has to be sent 
only to the resource repository. This process avoids the query 
having to be propagated through the entire network, wherein 
there would be no guarantee that a peer with the desired 
resource even existed. In addition, the widespread propagation 
of queries would cause a high amount of traffic in the network, 
and hence such networks typically exhibit very poor search 
efficiency. After finding the desired resource from the 
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entralized resource repository, direct communication between 
e peer to use the selected resource and the peer offering it can 

e carried out. 

. EXAMPLE 
In this section, the key issues for sharing online laboratory 

esources using the network framework described above will be 
escribed based on an example. The four general steps involved 
re as follows: 
 Join: How to add a resource manager to the network? 
 Publish: How to deposit information on the existence and 

availability of a resource into the resource repository? 
 Search: How to find an online laboratory resource meeting 

certain user requirements? 
 Access: How to access an online laboratory resource? 

tep 1: Join 
Figure 5 depicts a sample network, including five resource 

anagers: RM A, RM B, RM C, RM D and RM E. At the outset, 
e resource repository already “knows” (i.e. has information on 
e existence of) RM A, RM B, RM C and RM D. These four 
Ms may “own” (i.e. be directly associated with) or not “own” 
xperiment stations (i.e. remote and/or virtual experiments). 
hen, another institution wants to join the existing network. This 
tep can be accomplished by registering the new RM (here 
M E) with the resource repository using Web services such as 
iscussed in detail elsewhere (39). 

tep 2: Publish 
Subsequently, RM E uses the Web service of the resource 

epository to report the information on the experiment stations 
owned” by it to the resource repository, and the resource 
epository inserts this information into a database that indexes 
ll existing online laboratory resources. Then, RM E is “known” 
 the resource repository, indicated in Figure 5 by a double-

rrow line. The status of “known” implies that the resource 
epository can communicate with the RM. In particular, it can 
eriodically query the information on the resources “owned” by 
e RM. 

tep 3: Search 
One of the important services of the network of resource 

anagers is a feature enabling the search for a desired resource 
ith certain characteristics. Minimizing the message volume and 
proving the resource search efficiency are important issues 

hen deploying the search algorithm in P2P networks (40). As 
hown in the example in Figure 6, a user logged into RM B 
itiates for instance a search for experiments involving a 

beam” by sending a message to the resource repository. After 
uerying the indexed resource database, the resource repository 
eplies with a list of online laboratory resources that meet the 
earch condition. Comparing the approach described here with 
ecentralized P2P networks, only two messages are generated in 
is search process. Also, a customized and efficient search 

lgorithm based on the field and deployment features describing 
e online laboratory resource was implemented to meet our 

eeds. The search interface indicating a sample search is shown 
4 Copyright © 2007 by ASME 
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in Figure 7. The right side represents the input screen for the 
search criteria and results and the left side is a pop-up window 
for field selection. 

6. Step 4: Access 
The user logged into RM B can carry out the beam 

experiment by directly communicating with RM D, which 

“o
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wns” the desired beam experiment. Direct communication 
tween users and experiment resources are especially valuable 
r high-bandwidth or low-latency communication, such as 
deo streaming or real-time control (the framework shown here 
es not make any provision for this direct communication). 
 
Figure 4: Proposed P2P network topology with a centralized resource repository 

 
Figure 5: Publishing of online laboratory resources 

 
Figure 6: Searching for online laboratory resources 
5 Copyright © 2007 by ASME 
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Figure 7：Screenshot of the search interface 
 
CONCLUSIONS 

This paper describes the common features of online 
laboratory resources, which are separated into a field feature and 
a deployment feature, in addition to a name and a description. 
Then, a P2P network of interconnected resource managers, 
which are located at different institutions and facilitate the 
efficient implementation and deployment of as well as the 
subsequent search for and shared usage of online laboratory 
resources, is presented. A centralized resource repository with a 
search index is described that enables the publishing of 
information on the existence and availability of specific 
resources in the network. This centralized index renders the 
search for available online laboratory resources in the P2P 
network efficient. 

ACKNOWLEDGMENT 

This work was supported by NSF Grant No. 0326309. This 
support is gratefully acknowledged. 

REFERENCES 
 

[1] Mougharbel, I., Hajj, A. E., Artail, H. & Riman, C., 
“Remote lab experiments models: a comparative study”, 
International Journal of Engineering Education, Vol. 22, 
No. 4, 2006, pp. 849-857. 

[2] Esche, S. K., Chassapis, C., Nazalewicz, J. W. & Hromin, 
D. J., “An architecture for multi-user remote laboratories”, 
World Transactions on Engineering and Technology 
Education, Vol. 2, No. 1, 2003, pp. 7-11. 

 

 

[3

[4

[5

[6

[7

[8

 

 

wnloaded From: https://proceedings.asmedigitalcollection.asme.org on 06/30/2019 Terms of 
] Jeschke, S., Thomsen, C. & Sinha, U., “Collaborative 
working environment for virtual and remote experiments in 
nanoscience and nanotechnologies”, Proceedings of the 
World Conference on E-Learning in Corporate, 
Government, Healthcare, and Higher Education 2006, 
Honolulu, Hawaii, USA, October13-17 2006. 

] Dobrogowski, W., Maziewski, A. & Zablotskii, V., 
“Remote teaching experiments on magnetic domains in 
thin films”, European Journal of Physics, Vol. 28, No. 1, 
2007, pp. 71-83. 

] Das, S., Sharma, L. N. & Gogoi, A. K., “Remote 
communication engineering experiments through Internet”, 
International Journal on Online Engineering, Vol. 2, 
No. 1, 2006. 

] Gustavsson, I. et al., “Remote operation and control of 
traditional laboratory equipment”, International Journal on 
Online Engineering, Vol. 2, No. 1, 2006. 

] Uran, S., Hercog, D. & Jezernik, K., “Remote lab 
experiment RC oscillator for learning of control”, 
International Journal on Online Engineering, Vol. 2, 
No. 4, 2006. 

] Jeschke, S., Thomsen, C., Richter, T. & Scheel, H., “On 
remote and virtual experiments in eLearning in statistical 
mechanics and thermodynamics”, Proceedings of the Fifth 
Annual IEEE International Conference on Pervasive 
Computing and Communications Workshops, White Plains, 
NY, USA, March 19-23, 2007. 
6 Copyright © 2007 by ASME 

Use: http://www.asme.org/about-asme/terms-of-use



Do
 

[9] Aziz, E.-S., Esche, S. K. & Chassapis, C., “An architecture 
for virtual laboratory experimentation”, Proceedings of the 
2006 ASEE Annual Conference and Exposition, Chicago, 
Illinois, USA, June 18-21, 2006. 

[10] Cooper, M., Donnelly, A. & Ferreira, J. M., “Remote 
controlled experiments for teaching over the Internet: a 
comparison of approaches developed in the PEARL 
project”, Proceedings of the ASCILITE Conference 2002. 
Auckland, New Zealand, December 8-11, 2002. 

[11] Gillet, D., Nguyen, A. V. & Rekik, Y., “Collaborative web-
based experimentation in flexible engineering education”, 
IEEE Transactions on Education, Vol. 48, No. 4, 2005, 
pp. 696-704. 

[12] Nickerson, J. V., Corter, J. E., Esche, S. K. & Chassapis, 
C., “A model for evaluating the effectiveness of remote 
engineering laboratories and simulations in education”, 
Computers & Education - An International Journal, 
Vol. 49, No. 3, 2007, pp. 708-725. 

[13] Corter, J. E., Nickerson, J. V., Esche, S. K. & Chassapis, 
C., “Constructing reality: a study of remote, hands-on and 
simulated laboratories”, Accepted for publication in ACM 
Transactions on Computer-Human Interaction, 2007. 

[14] Harward, V. J. et al., “iLab: A scalable architecture for 
sharing online experiments”, Proceedings of the 
International Conference on Engineering Education, 
Gainesville, Florida, USA, October 17-21, 2004. 

[15] Shen, L. & Shen, R., “Learning content recommendation 
service based on simple sequencing specification”, 
Proceedings of the Third International Conference on 
Web-based Learning, Beijing, China, August 8-11, 2004. 

[16] Jie, L., “A personalized e-learning material recommender 
system”, Proceedings of the Second International 
Conference on Information Technology and Applications, 
Harbin, China, January 7-10, 2004. 

[17] Yang, F., Han, P., Shen, R. &. Hu, Z., “A novel resource 
recommendation system based on connecting to similar e-
learners”, Proceedings of the Fourth International 
Conference on Web-based Learning, Hong Kong, China, 
July 31 - August 3, 2005, pp. 122-130. 

[18] http://remlab.me.stevens-tech.edu/website/ 
[19] Trevelyan, J., “Lessons learned from 10 years experience 

with remote laboratories”, Proceedings of the iNEER 
International Conference on Engineering Education and 
Research “Progress through Partnership”, Olomouc and 
Bouzov Castle, Czech Republic, June 27-30, 2004, 
pp. 1562-3580. 

[20] Henry, J. & Knight, C., “Modern engineering laboratories 
at a distance”, IEEE Transactions on Education, Vol. 19, 
No. 3, 2003, pp. 403-408. 

[21] Li, Y., Esche, S. K. & Chassapis, C., “An architecture for 
real-time remote laboratories”, Proceedings of the 2007 
ASEE Annual Conference and Exposition, Honolulu, 
Hawaii, USA, June 24-27, 2007. 

 

 

[22

[23

[24

[25

[26

[27
[28
[29
[30
[31

[32

[33
[34

[35

[36

[37
[38
[39

[40
 7

wnloaded From: https://proceedings.asmedigitalcollection.asme.org on 06/30/2019 Terms of Us
] Krehbiel, D. & Kolavennu, S., “Simulation of control of a 
CSTR process”, IEEE Transactions on Education, Vol. 19, 
No. 3, 2003, pp. 398-402. 

] Candelas, F., Puente, S. T., Torres, F., Ortiz, F. G., Gil, P. 
& Pomares, J., “A virtual laboratory for teaching robotics”, 
IEEE Transactions on Education, Vol. 19, No. 3, 2003, 
pp. 363-370. 

] Chang, C., Kodman, D., Chassapis, C. & Esche, S. K., 
“Immersive collaborative laboratory simulations using a 
game engine”, Computers in Education Journal, Vol. 17, 
No. 3, 2007, pp. 85-92. 

] Wuttke, H. D. & Henke, K., „Game-like Web-laboratory”, 
Proceedings of the 7th IASTED International Conference 
on Computers and Advanced Technology in Education, 
Kauai, Hawaii, USA, August 16-18, 2004. 

] Li, Y., Esche, S. K. & Chassapis, C., “Classification of and 
search for online laboratory resources using a coding 
approach”, Paper accepted for presentation at the 37th 
ASEE/IEEE Frontiers in Education Conference, 
Milwaukee, Wisconsin, USA, October 10-13, 2007. 

] Common Gateway Interface at: http://www.w3.org/ CGI/ 
] Hypertext Preprocessor at: http://www.php.net/ 
] JavaServer Pages at: http://java.sun.com/products/jsp/ 
] ASP.NET at: http://asp.net/ 
] Active Server Pages at: http://en.wikipedia.org/wiki/ 

Active_Server_Pages 
] York, D., Microsoft certified systems engineer: 

Networking essentials exam guide, Que Corporation, 1997, 
827 p. 

] Napster at http://www.napster.com/ 
] Ratnasamy, S., Francis, P., Handley, M., Karp, R. & 

Shenker, S., “A scalable content addressable network”, 
Proceedings of ACM SIGCOMM’01, San Diego, 
California, USA, August 27-31, 2001. 

] Stoica, I., Morris, R., Karger, D., Kaashoek, M. F. & 
Balakrishnan, H., “Chord: A scalable peer-to-peer lookup 
service for Internet applications”, Proceedings of ACM 
SIGCOMM’01, San Diego, California, USA, August 27-
31, 2001. 

] Rowstron, A. & Druschel, P., “Pastry: Scalable, distributed 
object location and routing for large-scale peer-to-peer 
systems”, Proceedings of the 18th IFIP/ACM International 
Conference on Distributed Systems Platforms (Middleware 
2001), Heidelberg, Germany, November 12-16, 2001. 

] Gnutella at: http://www.gnutella.com/news/4210 
] Google at: http://www.google.com/ 
] Li, Y., Esche, S. K. & Chassapis, C., “A Web services 

approach for sharing remote laboratory resources”, 
Proceedings of the ASME Annual Conference and 
Exposition, Chicago, Illinois, USA, November 5-10, 2006. 

] Tsoumakos, D. & Roussopoulos, N., “A comparison of 
peer-to-peer search methods”, Proceedings of the 
International Workshop on the Web and Databases 
(WebDB), San Diego, California, USA, June 12-13, 2003. 
 Copyright © 2007 by ASME 

e: http://www.asme.org/about-asme/terms-of-use


