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We propose a new meshless method to solve a backward inverse heat conduction problem. The numerical scheme, based on the
fundamental solution of the heat equation and radial basis functions (RBFs), is used to obtain a numerical solution. Since the
coefficients matrix is ill-conditioned, the Tikhonov regularization (TR) method is employed to solve the resulted system of linear
equations. Also, the generalized cross-validation (GCV) criterion is applied to choose a regularization parameter. A test problem
demonstrates the stability, accuracy, and efficiency of the proposed method.

1. Introduction

Transient heat conduction phenomena are generally
described by the parabolic heat conduction equation, and
if the initial temperature distribution and the boundary
conditions are specified, then this, in general, leads to a
well-posed problem which may easily be solved numerically
by using various numerical methods. However, in many
practical situationswhendealingwith a heat conducting body
it is not always possible to specify the boundary conditions or
the initial temperature. Hence, we are faced with an inverse
heat conduction problem. Inverse heat conduction problems
(IHCPs) occur in many branches of engineering and science.
Mechanical and chemical engineers, mathematicians, and
specialists in other sciences branches are interested in inverse
problems. From another point of view, since the existence,
uniqueness, and stability of the solutions of these problems
are not usually confirmed, they are generally identified
as ill-posed [1–4]. According to the fact that unknown
solutions of inverse problems are determined through
indirect observable data which contain measurement errors,
such problems are naturally unstable. In other words, the
main difficulty in the treatment of inverse problems is the
unstability of their solution in the presence of noise in

the measured data. Hence, several numerical methods have
been proposed for solving the various kinds of inverse
problems. In addition to, ill-posedness of these kinds of prob-
lems, ill-conditioning of the resulting discretizedmatrix from
the traditional methods like the finite differences method
(FDM) [5], the finite element method (FEM), and so forth
[6, 7], is the main problem making all numerical algorithms
for determining the solution of these kinds of problems.
Accordingly, within recent years, meshless methods, as the
method of fundamental solution (MFS), radial basis func-
tions (RBFs) method, and some other methods, have been
applied by many scientists in the field of applied sciences
and engineering [8–15]. Kupradze and Aleksidze [16] first
introducedMFS which defines the solution of the problem as
a linear combination of fundamental solutions.Hon et al. [17–
20] applied the MFS to solve some inverse heat conduction
problems. In 1990s, Kansa applied RBFs method to solve the
different types of partial differential equations [21, 22]. After
that, Kansa and many scientists regarded RBFs method to
solve different types of mathematical problems from partial
or ordinary differential equations to integral equations
[23–26]. Following their works, during recent years, many
researchers have made some changes in RBFs and MFS
methods and have developed advance methods to solve
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some of these kinds problems [27, 28]. Consequently, in this
work, we will present a meshless numerical scheme, based
on combining the radial basis function and the fundamental
solution of the heat equation, in order to approximate the
solution of a backward inverse heat conduction problem
(BIHCP), the problem inwhich an unknown initial condition
or/and temperature distribution in previous time will be
determined. This kind of problem may emerge in many
practical application areas such as archeology and mantle
plumes [29]. On the other hand, since the system of the linear
equations obtained from discretizing the problem in the
presentedmethod is ill-conditioned, Tikhonov regularization
(TR) method is applied in order to solve it. The generalized
cross-validation (GCV) criterion has been assigned to adopt
an optimum amount of the regularization parameter. The
structure of the rest of this work is organized as follows: In
Section 2, we represent the mathematical formulation of the
problem. The method of fundamental solutions, radial basis
functions method, and method of fundamental solution-
radial basis functions (MFSRBF) are described in Section 3.
Section 4 embraces Tikhonov regularization method with a
rule for choosing an appropriate regularization parameter.
In Section 5, we present the obtained numerical results of
solving a test problem. Section 6 ends in a brief conclusion
and some suggestions.

2. Mathematical Formulation of the Problem

In this section, we consider the following one-dimensional
inverse heat conduction problem:

𝑢
𝑡
− 𝑎
2
𝑢
𝑥𝑥
= 0, (𝑥, 𝑡) ∈ Ω = (0, 𝑙) × (0, 𝑡max) , (1)

with the following initial and boundary conditions:

𝑢 (𝑥, 0) =

{

{

{

𝜑 (𝑥) , 𝑥 ∈ [0, 𝑥
0
) ,

𝑓 (𝑥) , 𝑥 ∈ [𝑥
0
, 𝑙] ,

𝑢 (0, 𝑡) = 𝑝 (𝑡) , 𝑡 ∈ [0, 𝑡max] ,

𝑢 (𝑙, 𝑡) = 𝑞 (𝑡) , 𝑡 ∈ [0, 𝑡max] ,

(2)

where 𝜑(𝑥) and 𝑞(𝑡) are considered as known functions and
𝑡max is a given positive constant, while 𝑓(𝑥) and 𝑝(𝑡) are
regarded as unknown functions. So, in order to estimate𝑓(𝑥)
and 𝑝(𝑡), we consider additional temperature measurements
and heat flux given at a point 𝑥

0
, 𝑥
0
∈ (0, 1), as overspecified

conditions:
𝑢
𝑥
(𝑥
0
, 𝑡) = 𝑔 (𝑡) , 𝑡 ∈ [0, 𝑡max] ,

𝑢 (𝑥
0
, 𝑡) = ℎ (𝑡) , 𝑡 ∈ [0, 𝑡max] .

(3)

To solve the above problem, at first, we divide the problem
(1)–(3) into two separate problems. The problem 𝐴 is as
follows:

𝑢
𝑡
− 𝑎
2
𝑢
𝑥𝑥
= 0, (𝑥, 𝑡) ∈ Ω

𝐴
= (0, 𝑥

0
) × (0, 𝑡max) ,

𝑢 (𝑥, 0) = 𝜑 (𝑥) , 𝑥 ∈ [0, 𝑥
0
] ,

𝑢 (0, 𝑡) = 𝑝 (𝑡) , 𝑡 ∈ [0, 𝑡max] ,

𝑢
𝑥
(𝑥
0
, 𝑡) = 𝑔 (𝑡) , 𝑡 ∈ [0, 𝑡max] ,

𝑢 (𝑥
0
, 𝑡) = ℎ (𝑡) , 𝑡 ∈ [0, 𝑡max] ,

(4)

and the problem 𝐵 is considered as follows:

𝑢
𝑡
− 𝑎
2
𝑢
𝑥𝑥
= 0, (𝑥, 𝑡) ∈ Ω

𝐵
= (𝑥
0
, 𝑙) × (0, 𝑡max) ,

𝑢 (𝑥, 0) = 𝑓 (𝑥) , 𝑥 ∈ [𝑥
0
, 𝑙] ,

𝑢
𝑥
(𝑥
0
, 𝑡) = 𝑔 (𝑡) , 𝑡 ∈ [0, 𝑡max] ,

𝑢 (𝑥
0
, 𝑡) = ℎ (𝑡) , 𝑡 ∈ [0, 𝑡max] ,

𝑢 (𝑙, 𝑡) = 𝑞 (𝑡) , 𝑡 ∈ [0, 𝑡max] .

(5)

Obviously, the problems A and B are considered as IHCP,
where 𝑝(𝑡), 𝑢(𝑥, 𝑡) and 𝑓(𝑥), 𝑢(𝑥, 𝑡) are unknown functions
in the problems A and B, respectively.

3. Method of Fundamental Solutions and
Method of Radial Basis Functions

In this section, we introduce the numerical scheme for
solving the problem (1)–(3) using the fundamental solutions
and radial basis functions.

3.1.Method of Fundamental Solutions. Thefundamental solu-
tion of (1) is presented as below:

𝑘 (𝑥, 𝑡) =

1

2𝑎√𝜋𝑡

𝑒
−𝑥
2
/(4𝑎
2
𝑡)
𝐻(𝑡) , (6)

where 𝐻(𝑡) is Heaviside unit function. Assuming that 𝑇 >

𝑡max is a constant, it can be demonstrated that the time shift
function

𝜙 (𝑥, 𝑡) = 𝑘 (𝑥, 𝑡 + 𝑇) (7)

is also a nonsingular solution of (1) in the domainΩ.
In order to solve an IHCP by MFS, as the problem 𝐴,

since the basis function 𝜙 satisfies the heat equation (1)
automatically, we assume that {(𝑥

𝑘
, 𝑡
𝑘
)}
𝑁

𝑘=1
is a given set

of scattered points on the boundary 𝜕Ω
𝐴
. An approximate

solution is defined as a linear combination of 𝜙 as follows:

Φ (𝑥, 𝑡) =

𝑁

∑

𝑘=1

𝜆
𝑘
𝜙 (𝑥 − 𝑥

𝑘
, 𝑡 − 𝑡
𝑘
) , (8)

where𝜙(𝑥, 𝑡) is given by (7) and 𝜆
𝑘
’s are unknown coefficients

which can be determined by solving the following matrix
equation:

AΛ = b, (9)

where Λ = [𝜆
1
, . . . , 𝜆

𝑁
]
𝑇 and b is a 𝑁 × 1 known vector.

Also, as the fundamental functions are the solution of the
heat equation, only the initial and boundary conditions are
practiced to make the system of linear equations; that is, A is
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Table 1: Some well-known radial basis functions.

Infinitely smooth RBFs 𝜓(𝑟)

Gaussian (GA) 𝑒
(−𝑐𝑟
2
)

Multiquadrics (MQ) √𝑟
2
+ 𝑐
2

Inverse multiquadrics (IMQ) (√𝑟
2
+ 𝑐
2
)

−1

Inverse quadric (IQ) (𝑟
2
+ 𝑐
2
)
−1

a𝑁 ×𝑁 square matrix which is defined using the initial and
the boundary conditions as follows:

A = [𝑎
𝑖𝑗
] , 𝑎

𝑖𝑗
= Φ (𝑥, 𝑡) , (𝑥, 𝑡) ∈ 𝜕Ω

𝐴
, 𝑖, 𝑗 = 1, . . . , 𝑁.

(10)

For more details, see [13, 18].

3.2. Method of Radial Basis Functions. In this section, we
consider RBF method for interpolation of scattered data.
Suppose that x∗ and x are a fixed point and an arbitrary point
in R𝑑, respectively. A radial function 𝜓∗ is defined via 𝜓∗ =
𝜓
∗
(𝑟), where 𝑟 = ‖x − x∗‖

2
. That is, the radial function 𝜓∗

depends only on the distance between x and x∗.This property
implies that the RBFs 𝜓∗ are radially symmetric about x∗.
Somewell-known infinitely smooth RBFs are given in Table 1.
As it is observed, these functions depend on a free parameter
𝑐, known as the shape parameter, which has an important role
in approximation theory using RBFs.

Let {x
𝑘
}
𝑁

𝑘=1
be a given set of distinct points in domain Ω

in R𝑑. The main idea of using the RBFs is interpolation with
a linear combination of RBFs of the same types as follows:

Ψ (x) =
𝑁

∑

𝑘=1

𝜆
𝑘
𝜓
𝑘
(x) , (11)

where 𝜓
𝑘
(x) = 𝜓(‖x − x

𝑘
‖) and 𝜆

𝑘
’s are unknown coefficients

for 𝑘 = 1, 2, . . . , 𝑁. Assume that we want to interpolate the
given values 𝑓

𝑘
= 𝑓(x

𝑘
), 𝑘 = 1, 2, . . . , 𝑁. The unknown

coefficients 𝜆
𝑘
’s are obtained, so thatΨ(x

𝑘
) = 𝑓
𝑘
, 𝑘 = 1, 2, . . . ,

𝑁, which results in the following system of linear equations:

AΛ = b, (12)

where Λ = [𝜆
1
, . . . , 𝜆

𝑁
]
𝑇, b = [𝑓

1
, . . . , 𝑓

𝑁
]
𝑇, and A = [𝑎

𝑖𝑗
]

for 𝑖, 𝑗 = 1, 2, . . . , 𝑁 with entries 𝑎
𝑖𝑗
= 𝜓
𝑗
(x
𝑖
). Generally,

the matrix A has been shown to be positive definite (and
therefore nonsingular) for distinct interpolation points for
infinitely smooth RBFs by Schoenberg’s theorem [30]. Also,
using Micchelli’s theorem [31], it is shown that A is an
invertible matrix for a distinct set of scattered nodes in the
case of MQ-RBF.

4. Method of Fundamental Solutions-Radial
Basis Functions

This section is specified to introduce the numerical scheme
for solving the problem (1)–(3) using the fundamental solu-
tions and radial basis functions. At first, we are going to

figure out how radial basis functions and the fundamental
solutions are applied to approximate the solution of the
problem 𝐴, 2. Similarly, this method will be used for solving
the problem 𝐵 on domain Ω

𝐵
. Because the one-dimensional

heat conduction equation depends on both parameters of 𝑥
and 𝑡,𝑁 scattered nodes are considered in the domain Ω

𝐴
=

[0, 𝑥
0
] × [0, 𝑡max + 𝑇]. We assume that

Ξ
𝐼
= {(𝑥
𝑘
, 𝑡
𝑘
)}
𝑁
𝐼

𝑘=1
, Ξ

𝑏
= {(𝑥
𝑘
, 𝑡
𝑘
)}
𝑁
𝐵

𝑘=1
(13)

are two sets of scattered points in the domainΩ
𝐴
, where𝑁 =

𝑁
𝐼
+ 𝑁
𝐵
and Ξ

𝐼
and Ξ

𝑏
are the interior and the boundary

points in domains Ω
𝐴
= [0, 𝑥

0
] × [0, 𝑡max + 𝑇] and Ω𝑏 =

[0, 𝑥
0
] × [0, 𝑡max], respectively. Also, we assume that

Ξ
𝑏
= Γ
1
∪ Γ
2
∪ Γ
3
, (14)

where
Γ
1
= {(𝑥
𝑖
, 𝑡
𝑖
) : 𝑡
𝑖
= 0, 0 ⩽ 𝑥

𝑖
⩽ 𝑥
0
, 𝑖 = 1, . . . , 𝑛} ,

Γ
2
= {(𝑥

𝑗
, 𝑡
𝑗
) : 𝑥
𝑗
= 𝑥
0
, 0 < 𝑡

𝑗
⩽ 𝑡max, 𝑗 = 1, . . . , 𝑚} ,

Γ
3
= {(𝑥
𝑟
, 𝑡
𝑟
) : 𝑥
𝑟
= 𝑥
0
, 0 < 𝑡

𝑟
⩽ 𝑡max, 𝑟 = 1, . . . , 𝑠} ,

(15)

so that𝑁
𝐵
= 𝑛 + 𝑚 + 𝑠.

We suppose that the solution of the problem 2 in Ω
𝐴
can

be expressed as follows:

�̃� (𝑥, 𝑡) =

𝑁
𝐵

∑

𝑘=1

𝜆
𝑘
𝜙
𝑘
(𝑥, 𝑡) +

𝑁

∑

𝑘=𝑁
𝐵
+1

𝜆
𝑘
𝜓
𝑘
(𝑥, 𝑡) , (16)

where 𝜙
𝑘
(𝑥, 𝑡) = 𝑘(𝑥 − 𝑥

𝑘
, 𝑡 − 𝑡

𝑘
+ 𝑇) and 𝑘(𝑥, 𝑡) is the

fundamental solution of the heat equation which is described
in Section 3.2. Also, 𝜓

𝑘
= 𝜓(‖(𝑥, 𝑡) − (𝑥

𝑘
, 𝑡
𝑘
)‖
2
) and 𝜓 is a

radial function which is defined in Section 3.1. To determine
the coefficients in (16), we impose the approximate solution �̃�
to satisfy the given partial differential equation with the other
conditions at any point (𝑥, 𝑡) ∈ Ξ

𝐼
∪ Ξ
𝐵
, so we achieve the

following system of linear equations:

AΛ = b, (17)

whereΛ = [𝜆
1
, . . . , 𝜆

𝑁
]
𝑇, b = [0, 𝜑(𝑥

𝑖
), 𝑔(𝑡
𝑗
), ℎ(𝑡
𝑟
)]
𝑇, and 0 is

𝑁
𝐼
×1 zeromatrix. Also, the𝑁×𝑁matrixA can be subdivided

into two submatrices as follows:

A = [
A
𝐼

A
𝐵

] , (18)

where A
𝐼
= [𝑎
(1)

𝑙𝑝
] is the 𝑁

𝐼
× 𝑁 obtained submatrix of

applying the interior points whose entries are defined as
follows:

𝑎
(1)

𝑙𝑝
= 0, 𝑙 = 1, . . . , 𝑁

𝐼
, 𝑝 = 1, . . . , 𝑁

𝐵
, (19)

because as already mentioned above, the fundamental func-
tions 𝜙

𝑘
satisfy the heat equation and also

𝑎
(1)

𝑙𝑝
= (

𝜕

𝜕𝑡

− 𝑎
2 𝜕
2

𝜕𝑥
2
)𝜓
𝑘
(𝑥, 𝑡) ,

𝑙 = 1, . . . , 𝑁
𝐼
, 𝑝, 𝑘 = 𝑁

𝐵
+ 1, . . . , 𝑁, (𝑥, 𝑡) ∈ Ξ

𝐼
.

(20)
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Using the boundary points of domain Ω
𝑏
, namely, Ξ

𝑏
, the

submatrix A
𝐵
= [𝑎
(2)

𝑙𝑝
] results, where

𝑎
(2)

𝑙𝑝
= 𝜙
𝑘
(𝑥, 𝑡) ,

𝑙 = 1, . . . , 𝑛, 𝑝, 𝑘 = 1, . . . , 𝑁
𝐵
, (𝑥, 𝑡) ∈ Γ

1
,

𝑎
(2)

𝑙𝑝
= 𝜓
𝑘
(𝑥, 𝑡) ,

𝑙 = 1, . . . , 𝑛, 𝑝, 𝑘 = 𝑁
𝐵
+ 1, . . . , 𝑁, (𝑥, 𝑡) ∈ Γ

1
,

𝑎
(2)

𝑙𝑝
=

𝜕

𝜕𝑥

𝜙
𝑘
(𝑥, 𝑡) ,

𝑙 = 𝑛 + 1, . . . , 𝑛 + 𝑚, 𝑝, 𝑘 = 1, . . . , 𝑁
𝐵
, (𝑥, 𝑡) ∈ Γ

2
,

𝑎
(2)

𝑙𝑝
=

𝜕

𝜕𝑥

𝜓
𝑘
(𝑥, 𝑡) ,

𝑙 = 𝑛 + 1, . . . , 𝑛 + 𝑚, 𝑝, 𝑘 = 𝑁
𝐵
+ 1, . . . , 𝑁, (𝑥, 𝑡) ∈ Γ

2
,

𝑎
(2)

𝑙𝑝
= 𝜙
𝑘
(𝑥, 𝑡) ,

𝑙=𝑛 + 𝑚 + 1, . . . , 𝑛 + 𝑚 + 𝑠, 𝑝, 𝑘=1, . . . , 𝑁
𝐵
, (𝑥, 𝑡)∈Γ

3
,

𝑎
(2)

𝑙𝑝
= 𝜓
𝑘
(𝑥, 𝑡) ,

𝑙 = 𝑛 + 𝑚 + 1, . . . , 𝑛 + 𝑚 + 𝑠,

𝑝, 𝑘 = 𝑁
𝐵
+ 1, . . . , 𝑁,

(𝑥, 𝑡) ∈ Γ
3
.

(21)

It is essential to keep in mind that inherent errors in
measurement data are inevitable. On the other hand, as it
was mentioned, a radial basis function depends on the shape
parameter 𝑐, which has an effect on the condition number of
A. Therefore, the obtained system of linear equations (17) is
ill-conditioned. So, it cannot be solved, directly. Since, small
perturbation in initial data may produce a large amount of
perturbation in the solution, we use the rand function in
matlab in the numerical example presented in Section 6 and
we produce noisy data as the follows:

̃
𝑏
𝑖
= 𝑏
𝑖
(1 + 𝛿 ⋅ rand (𝑖)) , 𝑖 = 1, . . . , 𝑁, (22)

where 𝑏
𝑖
is the exact data, rand(𝑖) is a random number

uniformly distributed in [−1, 1], and themagnitude𝛿displays
the noise level of the measurement data.

5. Regularization Method

Solving the system of linear equations (17) usually does not
lead to accurate results by most numerical methods, because
condition number of matrix A is large. It means that the
ill-conditioning of matrix A makes the numerical solution
unstable. Now, in methods as the proposed method in this
study, which is based on RBFs, the condition number of A
depends on some factors such as the shape parameter 𝑐, as
well. On the other hand, for fixed values of the shape param-
eter 𝑐, the condition number increases with the number of

scattered nodes 𝑁. In practice, the shape parameter must
be adjusted with the number of interpolating points. Also,
the accuracy of radial basis functions relies on the shape
parameter. So, in case a suitable amount of it is chosen,
the accuracy of the approximate solution will be increased.
Despite various research works which are done, finding
the optimal choice of the shape parameter is still an open
problem [32–35]. Accordingly, some regularization methods
are presented to solve such ill-conditioned systems. Tikhonov
regularization (TR) method is mostly used by researchers
[36]. In this method, the regularized solution Λ𝛼 for the
system of linear equations (17) is explained as the solution of
the following minimization problem:

min
Λ

{






AΛ − ̃b



2

+ 𝛼
2
‖Λ‖
2
} , 𝛼 > 0, (23)

where ‖ ⋅ ‖ denotes the Euclidean norm and 𝛼 is called the
regularization parameter. Some methods such as 𝐿-curve
[37], cross-validation (CV), and generalized cross-validation
(GCV) [38] are carried out to determine the regularization
parameter 𝛼 for the TR method. In this work, we apply
(GCV) to obtain regularization parameter. In this method,
regularization parameter 𝛼 minimizes the following (GCV)
function:

𝐺 (𝛼) =






AΛ𝛼 − ̃b



2

(trace (I
𝑁
− AA𝐼))2

, 𝛼 > 0, (24)

where A𝐼 = (AtrA + 𝛼2I
𝑁
)
−1Atr.

The regularized solution (17) is shown by Λ𝛼
∗

= [𝜆
𝛼
∗

1
, . . . ,

𝜆
𝛼
∗

𝑁
]
𝑇, in which 𝛼∗ is a minimizer of𝐺.Then the approximate

solution for the problem 2 is written as follows:

�̃�
∗

𝛼
(𝑥, 𝑡) =

𝑁
𝐵

∑

𝑘=1

𝜆
𝛼
∗

𝑘
𝜙
𝑘
(𝑥, 𝑡) +

𝑁

∑

𝑘=𝑁
𝐵
+1

𝜆
𝛼
∗

𝑘
𝜓
𝑘
(𝑥, 𝑡) ,

𝑝 (𝑡) =

𝑁
𝐵

∑

𝑘=1

𝜆
𝛼
∗

𝑘
𝜙 (0 − 𝑥

𝑘
, 𝑡 − 𝑡
𝑘
) +

𝑁

∑

𝑘=𝑁
𝐵
+1

𝜆
𝛼
∗

𝑘
𝜓 (0 − 𝑥

𝑘
, 𝑡 − 𝑡
𝑘
) .

(25)

6. Numerical Experiment

In this section, we investigate the performance and the ability
of the present method by giving a test problem. Therefore,
in order to illustrate the efficiency and the accuracy of the
proposed method along with the TR method, initially, we
define the root mean square (RMS) error, the relative root
mean square (RES) error, and the maximum absolute error
𝐸
∞
(𝑢) as follows:

RMS (𝑢) = √ 1

𝑁
𝑡

𝑁
𝑡

∑

𝑘=1

(𝑢 (𝑥
𝑘
, 𝑡
𝑘
) − �̃�
∗
(𝑥
𝑘
, 𝑡
𝑘
))
2

,

RES (𝑢) =
√∑
𝑁
𝑡

𝑘=1
(𝑢 (𝑥
𝑘
, 𝑡
𝑘
) − �̃�
∗
(𝑥
𝑘
, 𝑡
𝑘
))
2

√∑
𝑁
𝑡

𝑘=1
(𝑢 (𝑥
𝑘
, 𝑡
𝑘
))
2

,

𝐸
∞
(𝑢) = max

1⩽𝑘⩽𝑁
𝑡





𝑢 (𝑥
𝑘
, 𝑡
𝑘
) − �̃�
∗
(𝑥
𝑘
, 𝑡
𝑘
)




,

(26)
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Table 2: The obtained values of RMS(𝑢),RES(𝑢),RMS(𝑝), and RES(𝑝) using MFSRBF for various values of 𝑇, 𝑥
0
= 0.5, and 𝛿 = 0.01 by

solving problem A.

𝑇 RMS(𝑢) RES(𝑢) 𝐸
∞
(𝑢) RMS(𝑝) RES(𝑝) 𝐸

∞
(𝑝) cond(𝐴)

1.1 0.017391 0.012603 0.044511 0.014968 0.012701 0.024588 1.6111𝑒 + 09

2.5 0.005081 0.003682 0.019141 0.007528 0.006388 0.019141 3.5475𝑒 + 10

5 0.005061 0.003668 0.014484 0.005682 0.004821 0.014485 5.3298𝑒 + 11

10 0.002907 0.002107 0.008510 0.003587 0.003043 0.008510 2.3557𝑒 + 13

20 0.003463 0.002510 0.013148 0.004864 0.004128 0.013147 7.9497𝑒 + 13

30 0.004472 0.003241 0.021264 0.007954 0.006749 0.021264 1.1148𝑒 + 11

50 0.003613 0.002618 0.012343 0.005781 0.004905 0.012343 1.4673𝑒 + 11

where𝑁
𝑡
is the total number of testing points in the domain

Ω
𝑏
, 𝑢(𝑥
𝑘
, 𝑡
𝑘
) and �̃�∗(𝑥

𝑘
, 𝑡
𝑘
) are the exact and the approxi-

mated values at these points, respectively. RMS, RES, and 𝐸
∞

errors of the functions 𝑝(𝑡) and 𝑓(𝑥) are similarly defined,
as well. In our computation, the Matlab code developed by
Hansen [39] is used for solving the discrete ill-conditioned
system of linear equations (17).

Example. For simplicity, we assume that 𝑥
0
= 0.5 and 𝑎 =

𝑙 = 𝑡max = 1. By these assumptions, the exact solution of the
problem (1)–(3) is given as follows [40]:

𝑢 (𝑥, 𝑡) = 𝑒
−𝑡 sin (𝑥) + 𝑥2 + 2𝑡,

𝑝 (𝑡) = 2𝑡,

𝑓 (𝑥) = sin (𝑥) + 𝑥2.

(27)

Since, for a large fixed number of scattered points 𝑁,
the matrix A will be more ill-conditioned and also, smaller
values of the shape parameter 𝑐 generate more accurate
approximations, we suppose that 𝑐 = 0.1 and the number
of interpolating points is 𝑁 = 20. The obtained values of
RMS(𝑢), RES(𝑢), 𝐸

∞
(𝑢), RMS(𝑝), RES(𝑝), 𝐸

∞
(𝑝), RMS(𝑓),

RES(𝑓), and 𝐸
∞
(𝑓), as well as condition number of A for

𝛿 = 0.01 and 𝑁
𝑡
= 208 and various values of 𝑇, are given

in Tables 2 and 4. Numerical results indicate that this method
is not depended on parameter 𝑇. By the assumptions𝑁 = 20
and 𝑇 = 4.1 and with various levels of noise added into the
data, Tables 3 and 5 illustrate the relative root mean square
error of 𝑝(𝑡) and 𝑓(𝑥) at three points 𝑥

0
= 0.1, 0.5, and

𝑥
0
= 0.9 of the interval [0, 1], respectively. Figures 1 and 3

feature out a comparison between the exact solutions and the
approximate solutions for 𝑥

0
= 0.5 and 𝑇 = 3 and various

levels of noise added into the data. It is observed that as the
noise level increases, the approximated functions will have
acceptable accuracy. Figures 2 and 4 display the relationship
between the accuracy and the parameter 𝑇with noise of level
𝛿 = 0.01 added into the data.They elucidate not only that the
numerical results are stable with respect to parameter 𝑇, but
also that they retain at the same level of accuracy for a wide
range of values 𝑇. Therefore, the accuracy of the numerical
solutions is not relatively dependent on the parameter 𝑇.
In addition, the study of the presented numerical results,
via MFS in [40], indicates that with noise of level 𝛿 = 0,
namely, with the noiseless data and for 𝑥

0
= 0.5 of the

interval [0, 1], RMS(𝑝) = 1.7 × 10
−3 with 𝑇 = 1.9 and

Table 3: The resulted values of RES(𝑝) using MFSRBF for various
levels of noise 𝛿, different values of 𝑥

0
, and 𝑇 = 4.1.

𝑥
0

𝛿 = 0.1 𝛿 = 0.01 𝛿 = 0.001 𝛿 = 0.0001

0.1 3.491𝑒 − 02 2.949𝑒 − 03 5.095𝑒 − 04 4.129𝑒 − 04

0.5 2.703𝑒 − 02 3.306𝑒 − 03 7.707𝑒 − 04 3.069𝑒 − 04

0.9 6.242𝑒 − 02 9.011𝑒 − 03 3.292𝑒 − 03 1.126𝑒 − 03

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

2

2.5

Exact

p(t) and its approximation for, x0 = 0.5, T = 3
p
(t
)

an
d
p
∗
(t
)

𝛿 = 0.01

𝛿 = 0.03

𝛿 = 0.05

t

Figure 1: The exact 𝑝 and its approximation 𝑝∗ obtained with𝑁 =

20, 𝑇 = 3, 𝛿 = 0.01, and 𝑥
0
= 0.5 and for various levels of noise

added into the data using MQ-RBF with 𝑐 = 0.1.

RMS(𝑓) = 1.89 × 10−2 for 𝑇 = 3. Also, when the data are
considered with noise, RMS(𝑝) = 2.84 × 10−2 and RMS(𝑓) =
3.53 × 10

−2, while by the proposed method in this work and
with the same assumptions, we achieve RMS(𝑝) = 3.0479 ×
10
−5 and RMS(𝑓) = 3.5691 × 10−6 for 𝛿 = 0. Also, with noise

of level 𝛿 = 10−4, we obtain RMS(𝑝) = 1.1021 × 10−4 and
RMS(𝑓) = 1.9204 × 10−4. Accordingly, the MFSRBF, which
is based on the fundamental solutions of the heat equation
and radial basis functions, is more accurate in comparison to
MFS.

Table 3 indicates the values of the obtained RES(𝑝) for
various levels of noise, different values of 𝑥

0
and 𝑇 = 4.1 by

MFSRBF.
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Table 4: The obtained values of RMS(𝑢),RES(𝑢),RMS(𝑓), and RES(𝑓) using MFSRBF for various values of 𝑇, 𝑥
0
= 0.5, and 𝛿 = 0.01 by

solving problem B.

𝑇 RMS(𝑢) RES(𝑢) 𝐸
∞
(𝑢) RMS(𝑓) RES(𝑓) 𝐸

∞
(𝑓) cond(𝐴)

1.1 0.023701 0.011307 0.109059 0.053926 0.041309 0.109060 2.9272𝑒 + 08

2.5 0.003687 0.001759 0.012035 0.005482 0.004199 0.008311 1.1421𝑒 + 08

5 0.003769 0.001798 0.011163 0.006226 0.004769 0.011164 3.1868𝑒 + 10

10 0.005477 0.002613 0.019829 0.001900 0.001455 0.003587 1.0342𝑒 + 12

20 0.005138 0.002451 0.018525 0.003612 0.002767 0.006490 1.4588𝑒 + 14

30 0.005022 0.002036 0.013977 0.005012 0.002917 0.008241 5.2325𝑒 + 13

50 0.006734 0.003212 0.012163 0.004516 0.003459 0.006278 3.8672𝑒 + 13
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Figure 2: The accuracy of the obtained numerical results by MFSRBF for 𝛿 = 0.01 and 𝑥
0
= 0.5 with respect to the parameter 𝑇.
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Figure 3: The exact 𝑓 and its approximation 𝑓∗ obtained with𝑁 =
20, 𝑇 = 3, 𝛿 = 0.01, and 𝑥

0
= 0.5 and for various levels of noise

added into the data using MQ-RBF with 𝑐 = 0.1.

Table 5: The obtained values of RES(𝑓) using MFSRBF for various
levels of noise 𝛿, different values of 𝑥

0
, and 𝑇 = 4.1.

𝑥
0

𝛿 = 0.1 𝛿 = 0.01 𝛿 = 0.001 𝛿 = 0.0001

0.1 5.611𝑒 − 02 1.006𝑒 − 02 6.731𝑒 − 03 1.066𝑒 − 03

0.5 2.032𝑒 − 02 2.677𝑒 − 03 6.219𝑒 − 04 2.954𝑒 − 04

0.9 2.012𝑒 − 02 1.327𝑒 − 03 5.852𝑒 − 04 1.965𝑒 − 04

7. Conclusion

Thepresent study successfully applies a newmeshless scheme
based on the fundamental solution of the heat equation and
the radial basis function with the Tikhonov regularization
method in order to solve a backward inverse heat conduction
problem. At first, we have divided the inverse problem into
two separate problems and then by applying the MFSRBF
with the TRmethod on the obtained problems, two unknown
functions in this IHCP are approximated simultaneously.
Numerical results clarify that the presented method is an
exact and reliable numerical technique to solve a BIHCP
and also the accuracy of the numerical solution is not
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Figure 4: The accuracy of the obtained numerical results by MFSRBF for 𝛿 = 0.01 and 𝑥
0
= 0.5 versus the parameter 𝑇.

relatively depended on the parameter 𝑇. Accordingly, not
only this method can be applied to solve a BIHCP in higher
dimensions, but also it is possible to practice it in other
inverse problems. Hence, this will be contemplated more in
future researches.
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