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#### Abstract

This paper presents an observer with exponential error decay for systems described by bilinear input-state dynamics and output functions that are ratios of polynomials in the state. It is shown that such kind of systems can be immersed into systems of higher dimension, with time-varying linear state dynamics and linear output map. The observer here presented is derived exploiting the structure of the extended system. Conditions of global exponential convergence are given and discussed. Computer simulations demonstrate good behavior of the observer, even in the presence of disturbances on the state and output equations.


Index Terms—State observers, Kronecker algebra, bilinear systems.

## I. INTRODUCTION

When designing a state observers for discrete time nonlinear systems, many authors adopt the approach to find a nonlinear change of coordinates and an output transformation such to put the system into a canonical form suitable for the observer design using linear techniques. In [10],[15],[16], where autonomous systems are considered, conditions are given for the existence of a coordinate transformation that allows the design of an observer with linear error dynamics. Other papers concerned with the problem of finding conditions for the existence of such a change of coordinates are [20] and [21], for autonomous systems, and [3], [7] for nonautonomous systems. Note that, in general, the computation of such a coordinate transformation is a very difficult task. Another approach consists in designing observers in the original coordinates, finding iterative algorithms that asymptotically solve some suitable defined extensions of the state-output map, (see e.g. [11] and [17]). Sufficient conditions of local convergence are provided, in general, under the assumption of Lipschitz nonlinearities. The use of the Extended Kalman Filter as a local observer for noisefree systems has been investigated in [19], [4], [5] and [18]. Nonlinear systems with linear measurements are considered in [1], [6] and [22]. In [22] autonomous systems with the Lipschitz nonlinearities are considered and an observer with constant gain is proposed. Sufficient convergence conditions are given in terms of LMI's.

This paper presents an asymptotic observer for the class of systems whose state evolves according to bilinear difference

[^0]equations, and whose outputs are ratios of polynomials of the state. Such kind of output structure is useful to approximate generic nonlinear output functions. It is shown that the dynamics of systems in this class can be immersed into the dynamics of a linear time-varying system of larger dimension, that can be used for the observer construction. Conditions of global exponential convergence are given, in terms of observability and reachability Gramians of the extended system. The observer here presented can be implemented without computing any nonlinear change of coordinates or Jacobian of the output function.

The paper is organized as follows. In section II the class of systems considered is introduced and an useful representation for them is derived. The extended system is defined in Section III and the observation algorithm is presented in Section IV. Section V reports simulations results. Conclusions follow. A short Appendix reports the definitions of Kronecker products and powers and some of their properties, used in sections II and III.

## II. SYSTEMS WITH BILINEAR DRIFT AND RATIONAL OUTPUT

The class of systems considered in this paper is characterized by discrete-time bilinear input-state dynamics and by output functions that are ratios of polynomials (BDRO Systems: Bilinear Drift-Rational Output). Such systems are described, for all integers $t \geq t_{0}$, by equations of the form

$$
\begin{align*}
x(t+1) & =A(t) x(t)+B_{0}(t) u(t)+\sum_{i=1}^{p} u_{i}(t) B_{i}(t) x(t) \\
y_{k}(t) & =\frac{n_{k}(t, x(t))}{d_{k}(t, x(t))}, \quad k=1, \ldots q \tag{1}
\end{align*}
$$

where $x(t) \in \mathbb{R}^{n}$ is the system state, $y(t) \in \mathbb{R}^{q}$ is the measured output, $u(t) \in \mathbb{R}^{p}$ is a known input, and $n_{k}(t, x)$ and $d_{k}(t, x)$ are polynomials of $x$, with possibly time-varying coefficients. In this paper the Kronecker formalism is used for the representation of polynomials of vectors. The definition of Kronecker products and powers and some of their properties are reported in the Appendix. Using the Kronecker powers of the state, the output of the system (1) can be written as

$$
\begin{equation*}
y_{k}(t)=\frac{n_{k, 0}(t)+\sum_{j=1}^{r_{k}} n_{k, j}^{T}(t) x^{[j]}(t)}{d_{k, 0}(t)+\sum_{j=1}^{s_{k}} d_{k, j}^{T}(t) x^{[j]}(t)} \quad k=1, \ldots q \tag{2}
\end{equation*}
$$

where $r_{k}$ and $s_{k}$ are the degrees of the numerator and denominator polynomials of each scalar output, and $n_{k, j}(t) \in \mathbb{R}^{n^{j}}$ and $d_{k, j}(t) \in \mathbb{R}^{n^{j}}$ are the vector coefficients of the powers $x^{[j]}(t) \in \mathbb{R}^{n^{j}}$. Denoting with $m$ the maximal degree of the
polynomials, i.e. $m=\max _{k=1, \ldots, q}\left(r_{k}, s_{k}\right)$, and defining a polynomial extended state vector $X_{m}(t)$ as follows

$$
X_{m}(t)=\left(\begin{array}{c}
x(t)  \tag{3}\\
x^{[2]}(t) \\
\vdots \\
x^{[m]}(t)
\end{array}\right) \in \mathbb{R}^{b(n, m)}
$$

where $b(n, m)=\sum_{i=1}^{m} n^{i}$, the components of the system output can be written in the following compact form

$$
\begin{equation*}
y_{k}(t)=\frac{n_{k, 0}(t)+N_{k}^{T}(t) X_{m}(t)}{d_{k, 0}(t)+D_{k}^{T}(t) X_{m}(t)} \tag{4}
\end{equation*}
$$

where $N_{k}(t) \in \mathbb{R}^{b(n, m)}$ and $D_{k}(t) \in \mathbb{R}^{b(n, m)}$ are defined as follows

$$
\begin{align*}
N_{k}^{T}(t) & =\left[\begin{array}{llll}
n_{k, 1}^{T}(t) & \cdots & n_{k, m}^{T}(t)
\end{array}\right] \\
D_{k}^{T}(t) & =\left[\begin{array}{llll}
d_{1, m}^{T}(t) & \cdots & d_{k, m}^{T}(t)
\end{array}\right] \tag{5}
\end{align*}
$$

Moreover, defining the matrix function

$$
\begin{equation*}
B(t, u)=\sum_{i=1}^{p} B_{i}(t) u_{i} \tag{6}
\end{equation*}
$$

the BDRO system (1) can be written in the form

$$
\begin{align*}
x(t+1) & =A(t) x(t)+B(t, u(t)) x(t)+B_{0}(t) u(t), \\
y_{k}(t) & =\frac{n_{k, 0}(t)+N_{k}^{T}(t) X_{m}(t)}{d_{k, 0}(t)+D_{k}^{T}(t) X_{m}(t),} \quad k=1, \ldots q, \tag{7}
\end{align*}
$$

Each scalar output in system (7) can put in the form
$y_{k}(t) d_{k, 0}(t)-n_{k, 0}(t)=N_{k}^{T}(t) X_{m}(t)-y_{k}(t) D_{k}^{T}(t) X_{m}(t)$,
so that, defining transformed outputs $\tilde{y}_{k}(t)$ as

$$
\begin{equation*}
\tilde{y}_{k}(t)=y_{k}(t) d_{k, 0}(t)-n_{k, 0}(t), \quad k=1, \ldots, q \tag{9}
\end{equation*}
$$

the following $q$ output equations can be written

$$
\begin{equation*}
\tilde{y}_{k}(t)=\left(N_{k}^{T}(t)-y_{k}(t) D_{k}^{T}(t)\right) X_{m}(t) \tag{10}
\end{equation*}
$$

where the new outputs $\tilde{y}_{k}(t)$ appears as a linear function of the extended state. The equations (10) can be put in matrix form as follows

$$
\begin{equation*}
\tilde{y}(t)=\mathcal{C}_{y}(t) X_{m}(t) \tag{11}
\end{equation*}
$$

where

$$
\tilde{y}(t)=\left(\begin{array}{c}
y_{1}(t) d_{1,0}(t)-n_{1,0}(t)  \tag{12}\\
\vdots \\
y_{q}(t) d_{q, 0}(t)-n_{q, 0}(t)
\end{array}\right)
$$

and

$$
\mathcal{C}_{y}(t)=\left(\begin{array}{c}
N_{1}^{T}(t)-y_{1}(t) D_{1}^{T}(t)  \tag{13}\\
\vdots \\
N_{q}^{T}(t)-y_{q}(t) D_{q}^{T}(t) .
\end{array}\right)
$$

Defining the matrices

$$
\begin{equation*}
A_{u}(t)=A(t)+B(t, u(t)), \quad B_{u}(t)=B_{0}(t) u(t) \tag{14}
\end{equation*}
$$

The BDRO system (7) with the transformed output (12) can be written in the following compact form

$$
\begin{align*}
x(t+1) & =A_{u}(t) x(t)+B_{u}(t)  \tag{15}\\
\tilde{y}(t) & =\mathcal{C}_{y}(t) X_{m}(t)
\end{align*}
$$

Thanks to the definition (14) of matrix $A_{u}(t)$ the input-state equation in (15) appears as a linear time-varying system, and thanks to the definition of the transformed output $\tilde{y}(t)$, given in (12), the output function appears as a polynomial of degree $m$ of the state.

## III. THE EXTENDED SYSTEM

This section shows that a BDRO system can be immersed into a system of larger dimension, characterized by a linear time-varying dynamics. The main result consists in showing that the dynamics of the polynomial extended state $X_{m}(t)$ defined in (3) obeys the time varying-linear equation presented by the following lemma:
Lemma III.1. Consider the bilinear input-state equation of system (1) and its representation given by the first of (15), with $A_{u}(t)$ and $B_{u}(t)$ defined in (14). The dynamics of the polynomial extended state $X_{m}(t)$ defined in (3) is governed by the following recursive equation:

$$
\begin{equation*}
X_{m}(t+1)=\mathcal{A}_{u}(t) X_{m}(t)+\mathcal{B}_{u}(t) \tag{16}
\end{equation*}
$$

where matrix $\mathcal{A}_{u}$ has the following block-triangular structure

$$
\mathcal{A}_{u}(t)=\left[\begin{array}{ccccc}
\mathcal{A}_{1,1} & 0 & \cdots & 0 & 0  \tag{17}\\
\mathcal{A}_{2,1} & \mathcal{A}_{2,2} & \cdots & 0 & 0 \\
\mathcal{A}_{3,1} & \mathcal{A}_{3,2} & \cdot & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\mathcal{A}_{m, 1} & 0 & \cdots & \mathcal{A}_{m, m-1} & \mathcal{A}_{m, m}
\end{array}\right]
$$

where the matrices $\mathcal{A}_{h, k}$, defined for $h=1, \ldots, m$ and $k=$ $1, \ldots, h$, are recursively defined by the following equations, defined for $h=1, \cdots, m-1$ and $k=2, \cdots, h$

$$
\begin{align*}
\mathcal{A}_{1,1} & =A_{u} \\
\mathcal{A}_{h+1,1} & =B_{u}^{[h]} \otimes A_{u}+\mathcal{A}_{h, 1} \otimes B_{u}  \tag{18}\\
\mathcal{A}_{h+1, k} & =\mathcal{A}_{h, k-1} \otimes A_{u}+\mathcal{A}_{h, k} \otimes B_{u} \\
\mathcal{A}_{h+1, h+1} & =\mathcal{A}_{h, h} \otimes A_{u}
\end{align*}
$$

and

$$
\mathcal{B}_{u}=\left[\begin{array}{c}
B_{u}  \tag{19}\\
B_{u}^{[2]} \\
\vdots \\
B_{u}^{[m]}
\end{array}\right]
$$

(in equations (17), (18) and (19) time-dependence is omitted for brevity).

Proof: Taking into account the definitions (17) and (19), the state dynamics (16) is equivalent to the following equations

$$
\begin{equation*}
x^{[h]}(t+1)=\sum_{i=1}^{h} \mathcal{A}_{h, i} x^{[i]}(t)+B_{u}^{[h]}(t), \quad h=1, \ldots, m \tag{20}
\end{equation*}
$$

The equation with $h=1$ is readily proved by observing that, by definition, $\mathcal{A}_{1,1}=A_{u}(t)$.

Now, proceed by induction: assume that (20) is true for a given $h>1$ and prove that it is also true for $h+1$. Indeed

$$
\begin{align*}
x^{[h+1]} & (t+1)=x^{[h]}(t+1) \otimes x(t+1) \\
& =\left(\sum_{i=1}^{h} \mathcal{A}_{h, i} x^{[i]}(t)+B_{u}^{[h]}(t)\right)\left(A_{u}(t) x(t)+B_{u}(t)\right) \tag{21}
\end{align*}
$$

From this

$$
\begin{align*}
x^{[h+1]}(t+1) & =\sum_{i=1}^{h}\left(\mathcal{A}_{h, i} x^{[i]} \otimes\left(A_{u} x\right)+\mathcal{A}_{h, i} x^{[i]} \otimes B_{u}\right) \\
& +B_{u}^{[h]} \otimes\left(A_{u} x\right)+B_{u}^{[h+1]} \tag{22}
\end{align*}
$$

By means of property (69)

$$
\begin{align*}
x^{[h+1]}(t+1) & =\sum_{i=1}^{h}\left(\left(\mathcal{A}_{h, i} \otimes A_{u}\right) x^{[i+1]}+\left(\mathcal{A}_{h, i} \otimes B_{u}\right) x^{[i]}\right) \\
& +\left(B_{u}^{[h]} \otimes A_{u}\right) x+B_{u}^{[h+1]} \tag{23}
\end{align*}
$$

Reorganizing the summation this can be put in the form

$$
\begin{align*}
& x^{[h+1]}(t+1)=\left(\mathcal{A}_{h, h} \otimes A_{u}\right) x^{[h+1]}+ \\
& \quad+\sum_{k=2}^{h}\left(\mathcal{A}_{h, k-1} \otimes A_{u}+\mathcal{A}_{h, k} \otimes B_{u}\right) x^{[k]}  \tag{24}\\
& \quad+\left(B_{u}^{[h]} \otimes A_{u}+\mathcal{A}_{h, 1} \otimes B_{u}\right) x+B_{u}^{[h+1]}
\end{align*}
$$

Thus, from definitions (18), it follows that also $x^{[h+1]}(t)$ obeys the recursive equation (20) and the induction is proved.
Remark III.2. The state dynamics of system (1) is said to be immersed into the dynamics

$$
\begin{equation*}
X(t+1)=\mathcal{A}_{u}(t) X(t)+\mathcal{B}_{u}(t) \tag{25}
\end{equation*}
$$

whose state $X(t) \in \mathbb{R}^{b(m, n)}$ is of larger dimension than $x(t)$. Such an immersion is to be intended as follows: if $X\left(t_{0}\right)=X_{m}\left(t_{0}\right)$, where

$$
X_{m}\left(t_{0}\right)=\left(\begin{array}{c}
x\left(t_{0}\right)  \tag{26}\\
x^{[2]}\left(t_{0}\right) \\
\vdots \\
x^{[m]}\left(t_{0}\right)
\end{array}\right) \in \mathbb{R}^{b(n, m)}
$$

then the following identity relates the state $x(t)$ of (1) and the state $X(t)$ of (25) for $t \geq t_{0}$

$$
\begin{equation*}
x(t)=S_{m} X(t) \tag{27}
\end{equation*}
$$

with

$$
S_{m}=\left[\begin{array}{ll}
I_{n} & O_{n \times\left(n^{2}+\cdots+n^{m}\right)} \tag{28}
\end{array}\right]
$$

This happens because, thanks to Lemma III.1, the initialization (26) implies that $X(t)=X_{m}(t)$ for all $t \geq t_{0}$, so that the product $S_{m} X(t)$ in (27) simply selects the first $n$ components of $X_{m}(t)$, that is the state $x(t)$ of system (1).

From what discussed, the following equations can be used to represent system (15) for $t \geq t_{0}$

$$
\begin{align*}
X(t+1) & =\mathcal{A}_{u}(t) X(t)+\mathcal{B}_{u}(t), \quad X\left(t_{0}\right)=X_{m}\left(t_{0}\right)  \tag{29}\\
\tilde{y}(t) & =\mathcal{C}_{y}(t) X(t) \tag{30}
\end{align*}
$$

It must be stressed that the Kronecker powers of vectors contain redundant terms. It follows that redundant components are present in the extended state vector $X_{m}$, so that the extended state space results to be output-indistinguishable. Such redundancy can be eliminated by considering suitably defined reduction matrices. First of all note that $x^{[i]}$, the $i$-th Kronecker power of $x \in \mathbb{R}^{n}$, has $n^{i}$ components, but only $\binom{n+i-1}{i}$ are distinct terms (the number of ways to choose $i$ elements from a set of $n$, with repetitions allowed). Defining the following functions of pairs of integers

$$
\begin{align*}
& b(n, m)=n \frac{1-n^{m}}{1-n}=\sum_{i=1}^{m} n^{i}  \tag{31}\\
& c(n, m)=\binom{n+m}{m}-1=\sum_{i=1}^{m}\binom{n+i-1}{i} \tag{32}
\end{align*}
$$

it is easy to see that the vector $X_{m}$ has $b(n, m)$ components, but only $c(n, m)$ are distinct (obviously $c(n, m)<b(n, m)$ ).
A block-diagonal reduction matrix $\bar{T}_{n, m} \in$ $\mathbb{R}^{c(n, m) \times b(n, m)}$ can be suitably defined, as described in detail in [8], for the selection of a nonredundant subvector $\bar{X}_{m} \in \mathbb{R}^{c(n, m)}$ from $X_{m} \in \mathbb{R}^{b(n, m)}$. A block-diagonal matrix $T_{n, m} \in \mathbb{R}^{b(n, m) \times c(n, m)}$ allows to reconstruct the redundant vector $X_{m}$ from $\bar{X}_{m}$. In formulas

$$
\begin{equation*}
\bar{X}_{m}(k)=\bar{T}_{n, m} X_{m}, \quad X_{m}=T_{n, m} \bar{X}_{m}(k) \tag{33}
\end{equation*}
$$

Using Lemma III. 1 and the reduction matrices (33), system (III) is obviously equivalent to the following system

$$
\begin{align*}
\mathcal{X}(t+1) & =\overline{\mathcal{A}}_{u}(t) \mathcal{X}(t)+\overline{\mathcal{B}}_{u}(t) \\
\tilde{y}(t) & =\overline{\mathcal{C}}_{y} \mathcal{X}(t) \tag{34}
\end{align*}
$$

where $\mathcal{X}(t) \in \mathbb{R}^{c(n, m)}$ and

$$
\begin{align*}
\overline{\mathcal{A}}_{u}(t) & =T_{n, m} \mathcal{A}_{u}(t) \bar{T}_{n, m}, \quad \overline{\mathcal{B}}_{u}(t)=T_{n, m} \mathcal{B}_{u}(t), \\
\overline{\mathcal{C}}_{y}(t) & =\mathcal{C}_{y}(t) \bar{T}_{n, m} \tag{35}
\end{align*}
$$

The equivalence of the system (15) with the reduced system (34) should be intended as follows: if the initial value of the extended state of (34) is set to

$$
\mathcal{X}\left(t_{0}\right)=T_{n, m}\left(\begin{array}{c}
x\left(t_{0}\right)  \tag{36}\\
x^{[2]}\left(t_{0}\right) \\
\vdots \\
x^{[m]}\left(t_{0}\right)
\end{array}\right)=T_{n, m} X_{m}\left(t_{0}\right),
$$

then the outputs of the two systems is the same for any input, and the state $x(t)$ of system (15) is recovered by selecting the first $n$ components of the extended state $\mathcal{X}(t)$ :

$$
\begin{equation*}
x(t)=\Sigma_{m} \mathcal{X}(t) \tag{37}
\end{equation*}
$$

where $\Sigma_{m}=\left[I_{n} 0_{n \times(c(n, m)-n)}\right]$.

## IV. AN EXPONENTIAL STATE OBSERVER FOR BDRO SYSTEMS

The construction of an observer for system (1) is achieved in this section through the construction of an observer for the extended system (34) that provides an estimate $\widehat{\mathcal{X}}(t)$ (observation) of the true extended state $\mathcal{X}(t)$. The observation of the original state $x(t)$ is achieved by selecting the first $n$ components of $\widehat{\mathcal{X}}(t)$ through the selection matrix $\Sigma_{m}$ defined in (37). The observer presented in this section is sought among dynamic systems of the form

$$
\begin{align*}
Z(\tau+1) & =\overline{\mathcal{A}}_{u}(\tau) Z(\tau)+\overline{\mathcal{B}}_{u}(\tau)+v(\tau)  \tag{38}\\
Z\left(t_{0}\right) & =Z_{0} \tag{39}
\end{align*}
$$

where $v(\tau)$ is some driving sequence and $Z_{0}$ is some initial observer state. Let $\widehat{\mathcal{X}}_{0}$ be an a priori estimate of the true state $\mathcal{X}\left(t_{0}\right)$, and let $w(t)$ be the output error for the observer (38)-(39), defined as

$$
\begin{equation*}
w(\tau)=\tilde{y}(\tau)-\overline{\mathcal{C}}_{y}(t) Z(\tau) \tag{40}
\end{equation*}
$$

Let $J_{\left[t_{0}, t\right]}$ be an energy cost functional defined over the interval $\left[t_{0}, t\right]$ as follows

$$
\begin{align*}
& J_{[0, t]}\left(Z_{0}, v_{\left[t_{0}, t\right]}, w_{\left[t_{0}, t\right]}\right)=\frac{1}{2}\left(Z_{0}-\widehat{\mathcal{X}}_{0}\right)^{T} S_{0}\left(Z_{0}-\widehat{\mathcal{X}}_{0}\right) \\
& \quad+\frac{1}{2} \sum_{\tau=t_{0}}^{t}\left(v^{T}(\tau) Q_{\tau} v(\tau)+w^{T}(\tau) R_{\tau} w(\tau)\right) \tag{41}
\end{align*}
$$

where $S_{0}, R_{\tau}$ and $Q_{\tau}, \tau \in[0, t]$, are positive definite symmetric weight matrices that can be defined by the user. The minimum energy triple $\left(Z_{0}^{*}, v_{\left[t_{0}, t\right]}^{*}, w_{\left[t_{0}, t\right]}^{*}\right)$, given all observations in $\left[t_{0}, t\right]$, is the one that provides the minimum value for $J_{\left[t_{0}, t\right]}$ under constraints (38)-(40). Let $Z^{*}(\tau \mid t)$, $\tau \in\left[t_{0}, t\right]$, denote the trajectory provided by equations (38) and (39) driven by the minimum energy input $v_{\left[t_{0}, t\right]}^{*}$ and with initial state $Z_{0}^{*}$. For $\tau<t$ the solution $Z^{*}(\tau \mid t)$ is the optimal smoothing (minimum energy non-causal estimate), while the endpoint $Z^{*}(t \mid t)$ of the trajectory is the optimal causal estimate. Let $\widehat{\mathcal{X}}(t)=Z^{*}(t \mid t)$. It is known that $\widehat{\mathcal{X}}(t)$ can be computed through the Kalman Filter equations (forward recursion), while a backward recursion is needed for the computation of $Z^{*}(\tau \mid t), \tau<t$ (see e.g. [2], [14]). When a new observation $y(t+1)$ is available, the solution of the constrained minimization problem min $J_{\left[t_{0}, t+1\right]}\left(Z_{0}, v_{\left[t_{0}, t+1\right]}, w_{\left[t_{0}, t+1\right]}\right)$ subject to (38)-(40) provides a different trajectory $Z^{*}(\tau \mid t+1)$, whose endpoint is the optimal estimate $\widehat{\mathcal{X}}(t+1)$. The sequence of minimum energy estimates can be computed through the following recursion

$$
\begin{align*}
& K_{t}=\widetilde{P}_{t} \overline{\mathcal{C}}_{y}^{T}(t)\left(\overline{\mathcal{C}}_{y}(t) \widetilde{P}_{t} \overline{\mathcal{C}}_{y}^{T}(t)+R_{t}^{-1}\right)^{-1}  \tag{42}\\
& \widehat{\mathcal{X}}(t)=\widehat{\mathcal{X}}_{p}(t)+K_{t}\left(\tilde{y}(t)-\overline{\mathcal{C}}_{y}(t) \widehat{\mathcal{X}}_{p}(t)\right),  \tag{43}\\
& P_{t}=\left(I-K_{t} \overline{\mathcal{C}}_{y}(t)\right) \widetilde{P}_{t}  \tag{44}\\
& \widehat{\mathcal{X}}_{p}(t+1)=\overline{\mathcal{A}}_{u}(t) \widehat{\mathcal{X}}(t)+\overline{\mathcal{B}}_{u}(t),  \tag{45}\\
& \widetilde{P}_{t+1}=\overline{\mathcal{A}}_{u}(t) P_{t} \overline{\mathcal{A}}_{u}^{T}(t)+Q_{t}^{-1} . \tag{46}
\end{align*}
$$

The initialization of the algorithm is

$$
\begin{equation*}
\widehat{\mathcal{X}}_{p}\left(t_{0}\right)=\widehat{\mathcal{X}}_{0}, \quad \widetilde{P}_{t_{0}}=S_{0}^{-1} \tag{47}
\end{equation*}
$$

The state observation of the original system (1) is computed as

$$
\begin{equation*}
\hat{x}(t)=\Sigma_{m} \widehat{\mathcal{X}}(t) \tag{48}
\end{equation*}
$$

where the selection matrix $\Sigma_{m}$ is defined in (37) (see the discussion at the beginning of the section).

In order to present conditions that ensure convergence, let $\Phi(t, \tau)$ denote the transition matrix associated to system (34), recursively defined as

$$
\begin{align*}
\Phi(t, t) & =I_{c(n, m)}, \quad \forall t \\
\Phi(t+1, \tau) & =\overline{\mathcal{A}}_{u}(t) \Phi(t, \tau), \quad t>\tau \tag{49}
\end{align*}
$$

Theorem IV.1. Consider the BDRO system (1) and the construction that has led to the extended system (34) and to the observer (42)-(48), where the sequences $Q_{t}$ and $R_{t}$ are chosen uniformly upper and lower bounded. Assume that for a given pair $\left(x\left(t_{0}\right), u_{\left[t_{0}, \infty\right)}\right)$ the matrix $\overline{\mathcal{A}}_{y}(t)$ is nonsingular and bounded for all $t \geq t_{0}$. Let

$$
\begin{equation*}
\gamma=\sup _{t \in\left[t_{0}, \infty\right)}\left\|\overline{\mathcal{A}}_{y}(t)\right\| . \tag{50}
\end{equation*}
$$

Assume that the pair $\left(\overline{\mathcal{A}}_{u}(t), \overline{\mathcal{C}}_{y}(t)\right)$ is such that there exist an integer $N$ and positive scalars $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}$ such that for all $t \geq t_{0}+N$

$$
\begin{equation*}
\alpha_{1} I \geq \sum_{\tau=t-N}^{t} \Phi(t, \tau) Q_{\tau}^{-1} \Phi^{T}(t, \tau) \geq \alpha_{2} I \tag{51}
\end{equation*}
$$

and
$\beta_{1} I \leq \sum_{\tau=t-N}^{t} \Phi^{T}(\tau, t-N) \overline{\mathcal{C}}_{y}^{T}(\tau) R_{\tau} \overline{\mathcal{C}}_{y}(\tau) \Phi(\tau, t-N) \leq \beta_{2} I$,
where $I$ is the identity in $\mathbb{R}^{c(n, m) \times c(n, m)}$ (obviously $\alpha_{1} \geq \alpha_{2}$ and $\beta_{1} \leq \beta_{2}$ ).

Then, the observation error exponentially converges to 0 with the following bound

$$
\begin{equation*}
\|x(t)-\hat{x}(t)\| \leq a^{t-t_{0}} b\left\|\widehat{\mathcal{X}}\left(t_{0}\right)-X_{m}\left(t_{0}\right)\right\| \tag{53}
\end{equation*}
$$

where $a \in(0,1)$ and $b>0$ are as follows:

$$
\begin{equation*}
a=\frac{1}{\sqrt{1+\left(\gamma^{2} q_{M}\right)^{-1} p_{m}}}, \quad b=\sqrt{\frac{p_{M}}{p_{m}}} \tag{54}
\end{equation*}
$$

where $q_{M}$ is the upper bound of the sequence $Q_{t}$, i.e. $q_{M} I \geq$ $Q_{t}, \forall t \geq t_{0}$, and

$$
\begin{equation*}
p_{m}=\frac{\beta_{1}}{1+\alpha_{1} \beta_{1}}, \quad p_{M}=\frac{1+\alpha_{2} \beta_{2}}{\alpha_{2}} \tag{55}
\end{equation*}
$$

Remark IV.2. Note that (52) is an assumption of uniform observability of the linear time-varying system (34), while the assumption (51) is an assumption of uniform reachability of the pair $\left(\overline{\mathcal{A}}_{u}(t), Q_{t}\right)$, and is satisfied provided that both $\overline{\mathcal{A}}_{u}(t)$ and $Q_{t}$ are uniformly lower and upper bounded.

The proof of Theorem IV.1, omitted due to lack of space, is based on the fact that inequalities (51) and (52) imply that the

Riccati sequence $P_{t}$ satisfies the following lower and upper bounds

$$
\begin{equation*}
\frac{1}{p_{M}} I \leq P_{t} \leq \frac{1}{p_{m}} I \tag{56}
\end{equation*}
$$

with $p_{M}$ and $p_{M}$ defined in (55) (see [12]). Then, defining the extended state observation error $\varepsilon_{t}=\mathcal{X}(t)-\widehat{\mathcal{X}}(t)$, by showing the asymptotic convergence to zero of the following positive definite function of $\varepsilon_{t}$

$$
\begin{equation*}
V\left(t, \varepsilon_{t}\right)=\varepsilon_{t}^{T} P_{t}^{-1} \varepsilon_{t} \tag{57}
\end{equation*}
$$

suitable computations lead to inequality (53).
Remark IV.3. Since the matrices $\overline{\mathcal{C}}_{u}(t)$ depend on the measurements $y(t)$, the condition (52) can only be checked on-line. On the other hand, the condition (51) can be verified off-line only when the input $u(t)$ is a priory known. From a practical point of view, it is easier to check the observability on-line by monitoring the minimum and maximum eigenvalues of $P_{t}$ during its evolution. Note that if the uniform bounds $p_{m}$ and $p_{M}$ of inequality (56) exist, then

$$
\begin{equation*}
p_{m}^{-1} \geq \lambda_{\operatorname{Max}}\left(P_{t}\right), \quad p_{M}^{-1} \leq \lambda_{\min }\left(P_{t}\right) \tag{58}
\end{equation*}
$$

## V. SIMULATION RESULTS

Simulations results are here reported in order to show the effectiveness of the proposed observer. Consider the following system, with $x \in \mathbb{R}^{3}, u \in \mathbb{R}$ and $y \in \mathbb{R}$,

$$
\begin{array}{r}
x(t+1)=A x(t)+B_{0} u(t)+u(t) B x(t), \\
y(t)=\frac{x_{1}+0.2 x_{2}^{3}}{1+0.1 x_{1}^{2}+0.1 x_{2}^{2}}, \tag{60}
\end{array}
$$

where:

$$
\begin{gather*}
A=\left[\begin{array}{ccc}
0 & -0.8 & 0 \\
0.4 & 0 & 0.4 \\
0 & -0.4 & 0.4
\end{array}\right]  \tag{61}\\
B=\left[\begin{array}{ccc}
0 & 0 & 0.2 \\
-0.1 & 0.4 & 0 \\
0.4 & 0 & 0
\end{array}\right], \quad B_{0}=\left[\begin{array}{c}
0 \\
-2 \\
-2
\end{array}\right] . \tag{62}
\end{gather*}
$$

The output in (60) can be put in the form (2) with:

$$
\begin{align*}
& n_{0}=0, \quad n_{1}^{T}=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right], \\
& n_{2}^{T}=0_{1 \times 9}, \quad\left[n_{3}\right]_{1,14}=0.2, \quad\left[n_{3}\right]_{1, j}=0, \\
& d_{0}=1, \quad d_{1}^{T}=0_{1 \times 3}, \quad d_{3}^{T}=0_{1 \times 27},  \tag{63}\\
& {\left[d_{2}\right]_{1,1}=0.1, \quad\left[d_{2}\right]_{1,5}=0.1, \quad\left[d_{2}\right]_{1, j}=0,} \\
& j \neq 1 \\
& j \neq 5
\end{align*}
$$

Figures 1-3 report the true and the observed states over the interval $[0,70]$ when the input is

$$
\begin{equation*}
u(t)=1.5+0.5 \operatorname{sign}(\cos (4 \pi t / 70)) \tag{64}
\end{equation*}
$$

$(u(t)$ switches five times between 1 and 2 in the interval $[0,70]$ ). The weight matrices $S_{0}, Q_{t}$ and $R_{t}$ in this simulation are constant and equal to the identity matrices.

The performance of the observer in the presence of unknown disturbances, both in the state equation and in the measurements, has been also evaluated through simulations.


Fig. 1. The first component of the true and observed state without noise.


Fig. 2. The second component of the true and observed state without noise.

Figure 4 reports simulation results (due to lack of space, only the third component is reported) on the same system, with the same input, when additive standard Gaussian noises (unitary variance) are present as forcing terms and as measurement noise in the equations (1). Good performances are obtained.

## VI. CONCLUSIONS

This paper presents an exponential observer for the class of systems with bilinear input-state dynamics and stateoutput functions that are ratios of polynomials (Bilinear Drift, Rational Output). The dimension of the state space of the observer depends on the state space of the system and on the degree of the maximal polynomial present in the output functions. The observer gain is time varying and is obtained on-line as the solution of discrete-time Riccati equations. The Jacobian of the output function does not need to be computed. Global convergence conditions are provided. The observer behavior has been numerically tested on some examples, even in the presence of disturbances, and has always given good results.


Fig. 3. The third component of the true and observed state without noise.


Fig. 4. The third component of the true and observed state with, state and output noise.

## APPENDIX

The Kronecker product of two matrices $M$ and $N$ of dimensions $r \times s$ and $p \times q$ respectively, is the $(r \cdot p) \times(s \cdot q)$ matrix

$$
M \otimes N=\left[\begin{array}{ccc}
m_{11} N & \ldots & m_{1 s} N  \tag{65}\\
\vdots & \ddots & \vdots \\
m_{r 1} N & \ldots & m_{r s} N
\end{array}\right]
$$

where the $m_{i j}$ are the entries of $M$. The Kronecker power of a matrix $M$ is recursively defined as

$$
\begin{equation*}
M^{[0]}=1, \quad M^{[i]}=M \otimes M^{[i-1]}, \quad i \geq 1 \tag{66}
\end{equation*}
$$

Note that if $M \in \mathbb{R}^{a \times b}$, then $M^{[i]} \in \mathbb{R}^{a^{i} \times b^{i}}$. See the Appendix in [9] for a quick survey on the Kronecker algebra. Some properties of the Kronecker product used throughout the paper are the following:

$$
\begin{align*}
(A+B) \otimes(C+D)= & A \otimes C+A \otimes D+ \\
& B \otimes C+B \otimes D  \tag{67}\\
A \otimes(B \otimes C)= & (A \otimes B) \otimes C  \tag{68}\\
(A \cdot C) \otimes(B \cdot D)= & (A \otimes B) \cdot(C \otimes D) \tag{69}
\end{align*}
$$

In particular, repeated application of properties (68) and (69) provides the identity

$$
\begin{equation*}
(A x)^{[i]}=A^{[i]} x^{[i]} \tag{70}
\end{equation*}
$$

intensively used throughout the paper. See [13] for more properties.
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