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AbstrAct

The chapter aims at proposing a model that gives an abstraction to the functionalities and data involved in 
adaptive applications for the Semantic Web. As the quantity of provided information on the Web is getting 
larger, the need for adaptation in software is getting more and more necessary in order to maximize the 
productivity of individuals, and more issues are emerging that have to be considered in the new genera-
tion of hypertext systems. With the advent of Semantic Web, adaptation can be performed autonomously 
and in runtime, making the whole process of information adapting transparent to the user.

IntroductIon And motIvAtIon

Recent development within the Semantic Web 
community suggests that the Internet, or the 
WWW, as we know it is about to change; the 
content and the services will be annotated with 
meta data which can describe and define them.

Traditionally, the Web is seen as a collection 
of linked nodes, as entailed by the specification 
of the reference model for hypertext applications, 

the Dexter Model (Halasz & Schwartz, 1994). This 
model has long been successful in abstracting the 
applications that could deliver resources to the 
Web for human users to use.

However, the supply of information is steadily 
increasing, and today’s Web is the place for ex-
pressing ideas, telling stories, blogging, sharing 
movies photos and sound clips…, anything that 
anybody ever wanted to say, so the huge amount 
of knowledge available to any one person is far 
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more than they can possibly absorb (Bailey, 2002) 
and exposing the human brain to such a big pile 
of information will cause the “Lost in the Hy-
perspace” problem, when the useful information 
remains unfound because it is hidden under a huge 
amount of useless and irrelevant data.

Fortunately as this supply of information in-
creases, so does also the automatic information 
processing capabilities. So, there is and will be 
great potentials to make use of these automation 
capabilities in order to extract from the overflow 
of the Web the information and services relevant 
to the user on an ad-hoc basis, and deliver them 
over a standardized user interface. The retrieval 
of data in this adaptive manner gains more and 
more importance as the mass of provided infor-
mation grow larger.

We can notice that the portion of the informa-
tion accessed by any individual on the internet, 
no matter how large it is, is so small and nearly 
negligible when compared to the full amount of 
information available. What if we were able to 
define this portion of information? Or draw the 
border of it? 

The process of moving from the information 
domain to the interest domain is similar to moving 
from the time domain to the frequency domain 
through Fourier transformation.

Efforts to abstract the functionality and data 
representation of hypermedia systems in a model, 
or furthermore a reference model, were con-
ducted. Two of them are mostly used, The Dexter 
Hypertext Reference model, and the model of 
the World Wide Web, which is slightly different 
from Dexter.

These Models can no longer abstract the 
functionalities and data required for adaptive 
applications for the Semantic Web. Many efforts 
were made to come up with a model that extends 
the Dexter model with adaptive functionalities but 
most of them carried along some of the limitations 
of Dexter, and some others concentrated on the 
static structure of the Semantic Web not on the 
wider spectrum of both static and dynamic rela-

tions between the knowledge and the consumer 
(see (Memari & Marx-Gomez, 2008)). In fact even 
the Dexter Model had some aspects of adaptiv-
ity, but it had them unintentionally, and they are 
definitely not enough (Dodd, 2008).

bAcKground InformAtIon

dexter hypertext reference model

“The Dexter model is an attempt to capture, both 
formally and informally, the important abstrac-
tions found in a wide range of existing and future 
hypertext systems.” (Halasz & Schwartz, 1994). 
The Dexter model is an abstraction of existing hy-
pertext systems -till the day it was presented- and 
was meant to be an abstraction of future hypertext 
systems as well. It was created as an answer  to 
the question : what do hypertext systems such as 
NoteCard, Neptune, KMS, Intermedia, and Aug-
ment have in common?. So the model had a goal to 
collect the common properties and specifications 
of  such systems in order to create a standardized 
model capable of drawing the border between  the 
hypertext systems and other types of systems , as 
well as helping to develop interchangability and 
interoperability standards.

The idea of the model was developed during 
a series of workshops that took place in the years 
1988 and 1989 to develop consensus framework 
specifications for hypertext systems (Iverson, 
2003). Started by the “call to arms” issued by 
Norm Meyrowitz (Meyrowitz, 1989) and ended 
up by the formulation and presentation of the 
Dexter Hypertext Reference Model by Frank G. 
Halasz and Mayer Schwartz in 1990.

The model divides the hypertext system into 
three layers: Runtime layer, Storage layer and 
Within-component layer (Iverson, 2003).

1. Runtime layer: The active part of the hy-
pertext structure, that allows for interaction 
and manipulation of the structure as well as 
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notification of changes and maintenance of 
link structures.

2. Storage layer: This is the place where the 
hypertext system stores components and 
links; no structure within the component is 
modeled, components are treated as generic 
containers of data.

3. Within-component layer: This layer (unde-
fined in Dexter) manages the internal struc-
ture of the hypertext objects.  It is assumed 
that this covers all types of data, including 
text, graphics, audio, video and all the other 
aspects of the hypermedia archive.

4. Presentation specifications: A critical 
aspect of the Dexter model. Mechanism for 
encoding presentation or viewing specifica-
tions into the hypertext network. Thus we can 
infer that the way a component is presented 
is a function of: 
	 The specific runtime layer and 
	 A property of the component itself 

which is the presentation specifica-
tion.

5. Anchoring: An extremely critical piece 
of the Dexter model. The mechanism for 
addressing (refering to) locations or items 
within the content of an individual compo-
nent (Halasz & Schwartz, 1994). This inter-
face provides the clean separation between 
the storage layer and the within-component 
layer.

The main focus of the model is on the storage 
layer and on its adjacent two layers, while the 
other two layers are not as focused; the within-
component layer is purposefully not elaborated 
within the Dexter model. And concerning the  
runtime layer the source states: the range of pos-
sible tools for accessing, viewing and manipulat-
ing hypertext networks is far too broad and too 
diverse to allow a simple, generic model (Halasz 
& Schwartz, 1994).

The model defines all of its terms and leaves 
the important design decisions open, so every 

hypertext system has the freedom in implementa-
tion, and that fits the goal of making a “reference 
model”.

semantic web

Semantic Web is about making the Web more 
understandable by machines (Jeff Heflin & Hen-
dler, 2001). Semantic Web is about building an 
appropriate infrastructure for intelligent agents to 
run around the Web performing complex actions 
for their users (Jeffrey Douglas Heflin, 2001).

Semantic Web is about explicitly declaring 
the knowledge embedded in many Web-based 
applications, integrating information in an intel-
ligent way, providing semantic-based access to 
the internet and extracting information from texts 
(Gómez-Pérez & Corcho, 2002).

Semantic Web is about how to implement reli-
able, large-scale interoperation of Web services, 
to make such services computer-interpretable, 
create a Web of machine-understandable and 
interoperable services that intelligent agents can 
discover, execute and compose automatically 
(Devedzic, 2006).

Semantic Web is the natural solution for the 
problems of the current Web, and is the inevitable 
way to make the huge supply of information 
that lie within the Web useful and responsive to 
humans;  we can no longer expose the human 
brain to this massive amount of data and expect 
it to cope with it and to analyze,  extract and 
compose knowledge out of it. Instead, we must 
be able to process information automatically and 
present them to the user, formed and arranged for 
a particular purpose. No matter how simple the 
task might seem, it is not that simple; computers 
have a big advantage over humans concerning 
the processing capabilities, nonetheless there are 
many issues to be addressed before we can make 
any use of this advantage. For example what exists 
on the current Web is information, and computers 
are used presently as carriers of this information, 
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so a program does not have a real  understanding 
of  the content of them.

The two most essential questions to be an-
swered are:

• How do we represent the knowledge in such a 
way that it can be understood and processed 
automatically by a computer.

• Once we have this information, how can we 
use it effectively in real applications (Walton, 
2006). 

As an answer to the first question, we must 
think of a way to represent the knowledge so 
that it can be interpreted and reasoned about by 
both the producers and the consumers of it. We 
must take into consideration what we are going 
to represent, what we actually represent is a con-
ceptualization, which is a simplified view of the 
world (Walton, 2006).

The proposed answer to this question is the 
concept called ontologies, it is a term borrowed 
from philosophy, and refers in our case to a 
specification of a conceptualization (Walton, 
2006) ; an ontology may include a description of 
classes, properties and their instances (“OWL Web 
Ontology Language Guide”, 2004); so ontologies 
are meant to represent a set of concepts within 
a domain, and different kinds of relationships 
between those concepts. In addition to the well-
known relationships among classes and objects 
in the object-oriented languages e.g. generaliza-
tion, composition, aggregation and association, 
ontologies represent some more relationships 
and addresses interrelationships between classes 
properties and instances (individuals) . Some ex-
amples of languages used to describe ontologies 
are : RDF, RDFS and OWL.

In fact ontologies must be designed for reus-
ability, and they will have big portions of intersec-
tion, so an ontology can be a part of other ones, 
and ontologies can share classes, relationships 
and individuals.

Ontologies have given us a clue about solving 
the first problem of representing the knowledge 
in a way readable by machines; this is required, 
but it isn’t enough. To make a real use of this 
represented knowledge, we need to design a 
software that can understand , reason about, 
collect, summarize adapt to this knowledge, and 
be able to represent it back as a human-friendly 
knowledge. The Semantic Web vision promotes 
the concept of agents as the primary consumers 
of knowledge (Walton, 2006).  

Agents and Adaptivity

Agents are programs that act on behalf of the 
user, they are not executed or invoked for a 
specific task, rather they are autonomous and 
activate themselves, they collect Web contents 
from different sources, process the informa-
tion, and contact each other to exchange results, 
experiences and trustworthiness degrees of the 
knowledge sources… etc.

we can define an agent with the intention to 
obtain some useful piece of information, e.g. a 
list of banks in our area. The agent can then be 
let loose onto the Web and will attempt to find 
this information for us by utilizing a variety of 
knowledge sources, and performing inference on 
this knowledge. (Walton, 2006, p. 11)

Since agent are going to act on behalf of 
humans, studies are conducted to give them the 
human logic, and that was approached in many 
ways, the most popular of these ways is the Believe-
Desire-Intention model (Bratman, 1999).

Agents are sensitive to the changes of their 
environment, the changes in the environment can 
have a wide range of variety. According to this 
event the agent has to decide the way it should 
act, it will interpret the input considering its 
intentions. Intentions are the driving force of the 
BDI model as they determine the actions of the 
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agent (Walton, 2006). In addition to intentions 
the agent has also its beliefs that correspond to 
knowledge that the agent has accumulated about 
the outside environment which can be built by 
own experience or by others, and can be shared 
among agents; has its desires which is the state of 
affairs that the agent would (ideally) like to bring 
about (Walton, 2006) and has its goals which is 
a subset of desires that do not conflict between 
each other.

The vision of the Semantic Web goes beyond 
the view of agents working in isolation, it goes 
to considering all the agents as a society of com-
municative individuals. An agent in such a society 
can act in a social way by interacting with other 
agents in order to cooperate, coordinate, negoti-
ate, advise and ask for advice… etc. and this 
kind of system is called a Multi-Agent System 
(MAS). If we want to consider the ways of  inter-
agent communication, we must think beyond the 
standard ways ; an agent must be able to express 
its beliefs to another agent (Walton, 2006), so 
each agent may have its own way of storing and 
understanding these beliefs, but there must be a 
common language among agents to express them; 
and this study is inspired by the philosophical 
“human dialog” study.

As defined in biology: Adaptation is the change 
in organisms that allow them to live successfully 
in an environment (Freeman & Herron, 2003). 
Adaptation allows the living organism to cope with 
environmental stress and pressure. The environ-
ment around the applications of the Semantic Web 
is in constant variation, and in order for a system 
to perform a good and suitable action in such a 
dynamic environment, it has to adapt to the new 
circumstances. That has to be done dynamically, 
autonomously and in runtime; today’s accurate 
decision might be inaccurate tomorrow, the system 
must be capable of “learning from” and “adapting 
to” changes in the environment.

The relation between adaptation and agents 
has two different dimensions:

• The adaptive agent dimension: From this 
point of view, agents react on changes in the 
environment, and in other words they adapt 
to it. We look at the agent itself as an adap-
tive application, since the features of the way 
that agents work can be easily mapped into 
performing tasks that are adaptivity-related; 
e.g. agents use knowledge bases and rules 
to govern their actions and that can easily 
be mapped into the use of rules to personal-
ize information according to a user model. 
An adaptive agent is an agent with actions 
that are flexible and may be learnt through 
interaction (Walton, 2006).

• Using agents for building adaptive applica-
tions dimension: Looking at the relation from 
this point of view leads us to considering a 
higher level of adaptivity, where a Multi-
Agent System (MAS) can compose a layer 
or a module in the application which will 
be responsible for giving the application an 
adaptive property, in a way that this MAS 
is used for filtering, rating and optimizing 
the information according to the prefer-
ences of a user (or a set of users). Such a 
use of MAS can be found in a semantic 
search engine that constitutes a part of a 
Web portal, or for a semantic Web Service 
discovery component as the one proposed 
in this chapter. For another example of a 
multi-agent framework for personalized 
information filtering see (Lommatzsch, 
Mehlitz, & Kunegis, 2007).

In our proposed model, the agents concept 
will be utilized in the form of a layer, which has 
standardized interfaces with adjacent layers. 
This agency layer is a subset of a MAS that will 
be shared among agency layers of other applica-
tions.
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why dexter modeL

The WWW was a success in itself, but can we 
build another success on top of it?

Even though we can’t consider the model that 
the WWW was built upon as a separate model, we 
can’t say that the WWW conforms one hundred 
percent to the Dexter Model.

If we try to make a mapping between the 
WWW and Dexter model, we can easily consider 
the Web page as the basic composite component 
in the WWW, this page is composed of other 
“Atom” components like text, images, videos, etc. 
and might also be composed of other “composite” 
components like the case of framed Web pages 
or the Ajax-based Web pages.

In addition to that, a Web page contains both 
“Anchors” and “Links” to other anchors (the <a> 
and <area> tags), we can here detect a difference 
between the model and the WWW, since the links 
and anchors are embedded within the page instead 
of being separated into independent components. 
That will blur the position of the Web page in the 
Dexter model layers because it has also elements 
from the “Anchoring” layer which cannot be sepa-
rated. This fact will also make it more difficult 
to work on the hypermedia structure separately 
in order to add flexible behavior to the system 
such as the dynamic adaptive navigation, thus 
confining the system and preventing the WWW 
from having an adaptive feature that exist in 
Dexter (discussed later) and in Open Hyperme-
dia Systems in which “information contents are 
usually stored apart from hypermedia structures” 
(Grønbæk, Bouvin, & Sloth, 1997). and makes 
the WWW “completely lack the editability and 
link maintenance requirements that Dexter im-
poses.” (Iverson, 2003). Despite the advantages 
of reduced complexity of embedded links, for the 
Semantic Web the Open Hypermedia approach 
seems more realistic. Keeping in mind that an-
notation of others’ work has always been an 
important feature, and the importance of it gets 
even bigger in Semantic Web, we can notice that 

the embedding of links inside the documents is 
as a big obstacle in front of this feature, because 
the user who wants to annotate a document must 
have in this case the write access to it.

Links in WWW are uni-directional, this fact 
can decrease interconnectivity of the system, 
whereas links in Dexter model have a richer and 
wider meaning. Although Web browsers provide 
“back” button depending on session history, and 
this button can be thought of as a second direc-
tion of a link, some transactions (using scripts for 
example) are not recorded in the that history so 
they are not traceable. To cover the limitation of 
uni-directional links in the WWW, Google had 
to implement a part of the PageRank™ algorithm 
(Brin & Page, 1998) that takes a given page and 
calculates all the links that refer to it, in a manner 
that is similar to a reverse-direction link.

Semantic relationships are more complex than 
simple HTML uni-directional links. Embedded 
encoding of such information will increase the 
complexity of authoring Web content and raise 
maintenance costs. Since the navigation through 
semantically annotated resources will involve 
inferring and reasoning, it is more likely for that 
to be accomplished on the server side rather than 
implementing such a linking functionality within 
the browser, especially if we take into consider-
ation that the reasoning process itself might have 
aspects which belong to the specific domain of 
the knowledge.

According to Lee Iverson, the Hypertext sys-
tems that existed before the Web were far more 
capable than the Web and far more sophisticated, 
and yet they seem to have been swept aside for 
a much less capable and sophisticated option 
(Iverson, 2003).

So before jumping to the new era of Semantic 
Web, let’s stop and take a look around.
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reLAted worK And PosItIon 
of effort concentrAtIon

models extending dexter

Since the Dexter model was announced in 1990 
and until now, a lot of research was conducted 
to modify the model in order to make it include 
some emerging techniques, or to make it adapt 
to some new standards, most of the modifications 
tried to be conservative i.e. to keep the old systems 
included under the new model and come up with 
a solution that includes the new systems in an 
extension-like manner. The list includes:

• Amsterdam Model of Hypermedia 
(Hardman, Bulterman, & Rossum, 1993)
Amsterdam model came to support some 
aspects of time and synchronization that 
Dexter model lacks, since Dexter model 
does not have these concepts (Dodd, 2008) 
and this can lead to problems for multimedia 
applications.

• Adaptive Hypermedia Application Model 
(AHAM) (De Bra, Houben, & Wu, 1999) 
(Figure 3 a) One of the well-known adap-
tive hypermedia models. It is an extension 
of the Dexter model which focuses on the 
storage layer, anchoring and presentation 
specification as well. AHAM divides the 
storage layer into three models:  
 The domain model contains a concep-

tual representation of the application 
domain. In the Dexter model the stor-
age layer only contained what AHAM 
calls the domain model.

 The user model contains a conceptual 
representation of all the aspects of the 
user that are relevant for the adaptive 
hypermedia application. This includes 
an overlay model of the domain, the 
user’s background, experience, prefer-
ences or anything else that contributes 
towards the adaptation.

 The adaptation model describes how 
an event, such as the user following 
a link, results in a presentation, by 
combining elements from the domain 
model and the user model.

• Munich Reference Model (Koch & Wirs-
ing, 2002) As an object-oriented version of 
the AHAM came the Munich Reference 
Model which is described using the Unified 
Modeling Language (UML).

models for Adaptivity

• Fundamental Open Hypermedia Model 
(FOHM) (Millard, Moreau, Davis, & 
Reich, 2000) FOHM was presented through 
an approach towards an Agent-based frame-
work to support adaptive hypermedia. It 
provides the facility to attach context and 
behavior objects to the model at various 
locations. A contextual open hypermedia 
FOHM server was developed called Auld 
Linky to instantiate and process the model 
which belongs to the Open Hypermedia 
family.

• Goldsmiths Adaptive Hypermedia Model 
(GAHM) (Ohene-Djan, 2002) This is an 
abstract model that consists of three groups 
of functions: the H-Region functions model 
non-personalizable hypermedia-based 
interaction , the P-Region functions model 
user-initiated tailoring and the A-Region 
functions model the system initiated tailor-
ing of hypermedia content.

• Generic Adaptivity Model (GAM) (Vr-
ieze, Bommel, & Weide, 2004) GAM is 
not restricted to hypermedia only , but it is 
a more generic model. This state-machine-
based model can be used as the basis for 
adaptation in all kinds of applications. To 
use this model for adaptive hypermedia, 
another model must be built on top of it, and 
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then GAM can provide functionality that 
extends the AHAM model’s functionality.

efforts that cosider the semantic 
web

• Enhanced Adaptive Hypermedia Appli-
cation Model (Kravčík & Gašević, 2006) 
(Figure .3 b) The model deals with issues 
related to design and implementation of per-
sonalized and adaptive systems, considering 
the Semantic Web technologies as a means 
to achieve certain progress in this field. The 
model aims at the ways that Semantic Web 
can solve the demands of interoperability 
between various systems and between for-
mal models. The effort is oriented towards 
filling the gap in the harmonization of the 
different standards through a Semantic Web 
approach. 

This model extends the AHAM (which in turn 
extends Dexter) by adding other divisions to the 
storage layer.

Towards more efficient Generic Semantic 
Authoring for Adaptive Hypermedia (Saksena 
& Cristea, 2006): This effort is a description of 
steps taken towards creating more efficient generic 
semantic authoring for adaptive hypermedia, so 
it focuses on using the semantic methodology in 
creating content for educational usage that can 
be reused in many applications, starting from an 
existing framework, LAOS, an existing system, 
MOT, and evaluating results thereof. This system 
is to make use of existing appropriate Semantic 
Web techniques (Cristea, Stewart, & Sirmakes-
sis, 2006). The effort concentrates on concrete 
examples (existing systems) but addresses some 
important general issues.

As illustrated in Figure 1, we can see that our 
approach is located in the intersection between 
Semantic Web applications, Adaptive Applica-
tions and Hypermedia applications.

exPLoItAbLe AsPects of 
AdAPtIvIty

As we can conclude from the motivation, the 
urgency of the need for adaptation is a current 
issue. Adaptation is necessary nowadays and in 
the future systems mainly due to the overflow of 
available data, thus we can excuse old systems for 
not concentrating on the adaptation aspects.

Nevertheless, we can still find some handy 
adaptation-usable features, even in the 20-years 
old Dexter model:

Dexter model provides the concept of the 
“Session”, which represents a single user inter-
acting with the content and includes a history of 
user interaction during a session. Although this 
history was not meant to be used this way, it can 
be used to help in decisions of selecting among 
different competing Presentation Specifications, 
for example if the user was navigating his way 
through Web pages concerning ancient civiliza-
tions and reached our Website which talks about 
Origami, then there is a better way to present 
the content of our Website to this specific user, 
concentrating in the first page on the history of 
this art. For another user who made his way here 
through Web pages concerning kids creative 
games, a different way of presenting our content 
might sound better to him. All in all, when you 
see where the man is coming from, you can more 
easily predict where he is going to.

Dexter model allows to leave the selection of 
which subset of components to show and which 
to hide to be made at runtime, which allows for a 
comprehensive collection of components. Selec-
tion can be based on Presentation Specifications, 
Session history, and component attributes (name/
value pairs that help describe the component). 
Leaving such decision to the runtime gives 
adaptivity-enabled applications the possibility to 
make a resource adapt to some needs of the user. 
Keeping in mind that links according to Dexter 
are also components and they have their own Pre-
sentation Specifications, we can make it possible 
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for example to decide during runtime where to 
navigate the user when he clicks a specific link. 
(Note that it is harder to do that in the case of 
embedded links). 

PAvIng the wAy for A new 
modeL

The effect of incorporating the Semantic Web 
as the platform upon which the new generation 
of applications will be built is vast, and it is not 
limited to the static structure of the Web, rather 
it will also affect the ways of information storing, 
retrieving, interpreting and presenting.

When we want to think about the next genera-
tion of hypermedia systems that resides on top 
of the Semantic Web,  we have to consider the 
following issues (Ossenbruggen, Hardman, & 
Rutledge, 2001) and (Halasz, 1988): 

1. The environment of the Semantic Web is 
highly decentralized, distributed and hetero-
geneous, and when we import technologies 

like ontologies and knowledge bases from 
the field of Artificial Intelligence, we have 
to keep in mind that these technologies 
focused originally on representing central-
ized, localized, consistent and trustworthy 
knowledge. The concept of adaptivity is 
strongly connected to filtering, which will 
remove the redundant, irrelevant and inap-
propriate information from the available 
heap, providing transparently a stable foun-
dation of information to the upper layers.

2. As mentioned before concerning the multi-
directional links, we also have to keep that in 
mind concerning the URIs inside the RDF 
annotation. Given an RDF annotation, we 
can easily resolve the resources using URIs, 
given a resource, it is hard to resolve all the 
RDF notations that refer to it without using 
crawlers (as in the aforementioned Google 
approach). Learning from the lessons of 
Open Hypermedia, we should consider 
having link services in order to separate the 
structure of the hypermedia from the content. 
but that will compromise the acentricity of 

Figure 1. Location of different models within the space of the Semantic Web, Adaptive 
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the system by making it depending on the 
providers of such services.

3. Considering binary-encoded data formats 
in terms of indexing, annotating, recogniz-
ing and management. Such formats include 
images, video files and audio files. None 
of the already existing systems (which are 
metadata-management based) is able to 
define a strong image or A/V semantics 
derived from the image or A/V structure 
only. In order to give the knowledge man-
agement systems the ability to manage these 
data types like other contents (text files ...), 
new languages need to be developed to be 
able to point into these time-variant and 
compressed data; enabling for example the 
search by audio, video, location, image, 
on-screen text, face, pattern and concept. 
These formats are common in the multi-
media domain. This domain with advances 
in computer graphics is suggested to play a 
key role in the evolution of the World Wide 
Web composing the (other) way leading to 
Web 3.0.

4. Computer Supported Cooperative Work 
(CSCW): We are witnessing a steady rise 
in B2B transactions, enabled by the inter-
company exchange of data over a mutually 
agreed format and recently, the story even 
goes further, when a few companies make 
use of the internet platform to move forward 
towards a across-company integration of 
their entire information system so as to 
achieve strategic alliances. CSCW should 
be considered in the next generation of hy-
pertext systems, since the entire information 
infrastructure of the company is moving 
towards the Web platform, offering a unified 
and standardized access for customers, sup-
pliers and employees to the information and 
services the companies offer. Making use 
of applications offered over the employees 
portal, for instance groupware, staff mem-
bers can meet, cooperate, and coordinate 

their work over the internet. Even with the 
infrastructure of the Semantic Web, many 
of the features which are main aspects of 
the cooperative work such as authentica-
tion, access control, concurrency control 
and version control are not yet fully inte-
grated in the Web’s infrastructure. We can 
solve the technical part of this problem by 
providing extensions which realize these 
features, but the social and dynamic aspects 
of the collaboration problem will remain 
unsolved. It is only because of the Web’s 
initial focus on “read-only’’ browsing that 
these features hardly received any atten-
tion. A notable exception is the joint IETF/
W3C work on WebDAV (Whitehead Jr. & 
Wiggins, 1998). While WebDAV predates 
RDF, it has a similar property-based model 
for Web resources. In addition to that, it is 
important to provide means to enable users 
to annotate the work of others as mentioned 
earlier in “Why Dexter Model” section, it 
is an important feature that has been real-
ized in previous efforts namely Stanford 
ComMentor (Röscheisen, Mogensen, & 
Winograd, 1995) and others, but disappeared 
over time due to lack of interoperability, so 
the annotations could not be shared across 
applications in the same way as other Web 
resources.

5. Conceptual Hypertext introduces two lay-
ered approach, the bottom layer consists 
of interconnected “concepts” whereas the 
upper one contains documents that are pre-
sented to the users, separating knowledge 
representation from document representa-
tion as shown in Figure 2. Using the full 
power of ontologies to improve hypertext 
linking based on the semantic relations 
among the associated concepts is a promising 
methodology that found its implementation 
in (Carr, Wendy Hall, Bechhofer, & Goble, 
2001). Using agents to mediate between the 
two layers is an approach that adds much 
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flexibility to the manner of generation by 
making the processes of adding, deleting and 
modifying the methodologies of generation 
as simple as adding, deleting or modifying 
agents, which can be done in runtime and 
on the fly.

6. Is the basic model of node, link and anchor 
(Dexter) still the best way to present in-
formation to humans ?  (Rouet, 1992) has 
conducted a study concerning cognitive 
processing of hyper documents, it includes 
different experiments that were done to 
compare linear presentation formats (normal 
text) to hypertext and has got by then some 
results, and discussed some ideas. Online 
definition of of unfamiliar words can im-
prove comprehension only if the defined 
words are important to the meaning of the 
text. computerized assistance has to do more 
than providing additional information, this 
information must be of correct type and 
trigger effective comprehension process. 
Moreover it should be clearly signaled, im-
mediately accessible, and unambiguous. 
Thus the hypertext in itself should not be 
thought of as the final answer for informa-

tion representation, more semantic layers 
should be involved in the authoring phase. 

 The semantic structure of the domain should 
also be reflected in the content map of the 
hypertext in order to facilitate the process 
of reviewing the document, according to 
(Rouet, 1992).

 Rouet also came to the conclusion that some 
of the users who were the subject of the 
experiments were unable to take advantage 
of the ability to self-organize the content 
(provided by the hypertext), and they had 
better results with the linear pre-organized 
texts, because they didn’t build meaningful 
navigational strategies and they lack the 
“cognitive monitoring”. Since that time and 
until now, the familiarity of the hypertext 
to the people has increased significantly, 
but we still can’t say that all the people are 
able to organize their own learning activity. 
Furthermore when we consider that the user 
has to find his way through this huge pile 
of available information, we can say that all 
the users are lacking these organizational 
skills to some extent. Nevertheless, with the 
progress of personalization and adaptation 

Figure 2. Conceptual Hypertext Layers (simplified)
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techniques and technologies, we can safely 
assume that the Semantic Web can compen-
sate this lack of reasoning skills by building 
user models which can by continuous learn-
ing be able to “know” the user more than he 
knows himself, and thus agents using this 
model can play the role of the tutor.

7. Different approaches for linking across 
documents exist on the current Web, they 
can range from the simple embedded links 
found in HTML to the conceptual, more 
advanced linking as what we can find in the 
RDF family. We are also able to conclude 
something from examining that the last ver-
sion of the XML Linking Language (Xlink) 
(DeRose, Maler, & Orchad, 2001) was re-
leased in 2001 and no further development 
took place, a fact that can support the idea of 
(Ossenbruggen et al., 2001) that taxonomic 
hypertext systems might benefit more from 
ontology-oriented languages than from 
languages oriented towards navigational 
hyperlinks such as Xlink. Runtime compu-
tation of links and anchors is an appealing 
idea, using that in addition to statically de-
fined links and anchors that are defined at 
authoring time can add much flexibility and 
self-stabilizing ability to hypertexts systems 
and enhance their infrastructure required to 
become adaptive systems. They can enjoy 
the benefits of ontology driven linking that 
allows documents to be linked via metadata 
describing their contents and hence improv-
ing the consistency and breadth of linking 
at retrieval time and authoring time (Carr 
et al., 2001). In addition to the agent-based 
navigation assistance (El-Beltagy, DeRoure, 
& W. Hall, 1999).

8. RDF-enabled search engines have the po-
tential to provide a significant improvement 
over the current keyword-based engines, 
especially when it comes to metadata and 
structure-based searching. An example of 
such a system, albeit not using RDF for 

encoding its semantic annotation, is the 
Ontobroker system (Decker, Erdmann, Fen-
sel, & Studer, 1998) which has matured and 
went commercial, available under Ontoprise 
(http://www.ontoprise.de/).

9. Beyond the classic user interfaces: what 
was really special and original, is what 
Nintendo did by releasing its fifth home 
video game console known as Wii (Wii: 
The Total Story, n.d.), Wii didn’t introduce 
the tremendous cutting-edge graphics, nor 
the market-braking High Definition audio 
and video, but it introduced a revolutionary 
controller nicknamed “Wiimote”, this wire-
less pointing and movement detecting device 
had simply provided a new way of interaction 
between humans and games, opening new 
dimensions and exploring new areas that 
were ignored before in the development of 
home video games console. The domain of 
human machine interaction was also ignored 
in the various existing hypertext models, 
we can safely say that about Dexter model 
since it had abstracted away from the user 
interface details, also Open Hypermedia 
research considered the user interface as part 
of the application’s functionality and it was 
more or less ignored. However in adaptive 
hypermedia the presentation and interactive 
behavior of hypermedia structures is more 
complex than the typical button-like behav-
ior of navigational links, and is often tightly 
intertwined with the underlying semantics 
of these structures (Ossenbruggen et al., 
2001). The ability of the Semantic Web to 
model the semantics of hypermedia struc-
tures explicitly provides new opportunities 
to improve the hypermedia user interface.

When we take these points in consideration 
and try to reflect them on a piece of clay in order 
to get a model that can contain all these aspects, 
we will find that it is not as easy as it sounds. 
Nevertheless we still can define the broad strokes 
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that form the clay into the desired adaptive hyper-
media model (Figure 3c) and shake the thrones 
of existing models. Basing on the Enhanced 
AHAM (Kravčík & Gašević, 2006) which in turn 
is based on the Dexter-based AHAM (De Bra et 
al., 1999) the main effects on the different layers 
of the model are: 

• Within-component layer: Most of what we 
used to call a component will be composed in 
runtime, by the accessing agents for instance. 
Composite components (e.g. a Web page) will 
not exist as physical stand-alone components 
anymore (except for caching purposes) and 
the pages that the user will see are composed 
by the system (agents) according to his pref-
erences (Figure 2). Even the so-called atom 
component are not an exception, e.g. the 
system can autonomously compose a video 
out of a collection of images, video clips 
and audio clips, the same can be easily said 
about texts, images, audio content that used 
to be called atom components in Dexter. Of 
course there will be atom components in the 

system, components that cannot be divided 
anymore, but these ones will have more 
granularity, and they don’t have to comply 
with the definition of atom components that 
comes from the human point of view. A dif-
ferent way for representing knowledge will 
be used especially when we consider the 
conceptual hypertext, and by using ontolo-
gies there can be no clear borders between 
components since ontologies can intersect, 
one can be part of another and some sources 
can belong to more than one ontology. Thus 
no precise differentiation between within-
component and inter-component relations, 
it is only a matter of presentation and level 
of abstraction.

• Domain model: The Enhanced AHAM 
(Kravčík & Gašević, 2006) divided this 
model into two interconnected networks 
of objects, complying with the conceptual 
hypertext approach mentioned earlier. With 
different kinds of semantic relations be-
tween the concepts in the knowledge space 
in addition to the relationship between the 

Figure 3. Three models in comparison
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hyperdocuments in the hyperspace which 
have different standards, such can be found 
for example in the Dublin Core Metadata 
Initiative (“dublincore.org”). The third kind 
of relationships is the one that interconnects 
the two networks, this kind can be thought 
of as the relationship between sources that 
“glues” a Web page together, it isn’t the 
semantic relationship that we can find in 
the knowledge space, rather it is presenta-
tion specific, user specific, and is the core 
of the adaptiveness. So considering that the 
third kind of relationships belongs only to 
the domain model can be mistakable, these 
relations are the ones which will be con-
structed by the agents in order to “weave” 
the user-adapted Web.

• User model: Is the model that will define 
what the application should adapt to. It will 
exist as an ontology and thus it will not be 
physically separated from the rest of the 
existing information and meta information 
only loosely defined. This model can also 
contain fuzzy information in addition to the 
normal discrete ones. Different approaches 
to combine the user model and the domain 
model also exist such as Probabilistic Latent 
Semantic Models (PLSA) which is such a 
concept that integrates information about 
the domain with user data. A framework 
based on that concept is (Jin, Mobasher, & 
Zhou, 2004).

• Adaptation model: This model used to rep-
resent pairs or multi-end relations between 
the subjects of adaptation (Domain Model) 
and the specifications that the subjects must 
adapt to (User Model), these relations will 
still exist but not as a separate package, and 
not limited to any type or group of rela-
tions.

• Presentation specifications: This layer 
will remain and will have a similar role to 
its previous role, will also be connected to 

both the sources (components) and the agents 
accessing them, the presentation specifica-
tions will be a part of the meta data that is 
describing the information, and will not 
constitute  a certain group as the group of 
presentation specifications of a component. 
The way the information is presented to 
the user is now a function of much more 
parameters, which may include a bigger 
portion of the properties of the information 
to be presented, and the preferences of the 
user (both in the storage layer) in addition 
to the specifications of the accessing agent 
(in the Agency layer).

• Runtime layer: This layer will be divided 
into two layers:
	 Application layer: Has the same role 

as what used to be called “Runtime 
Layer” and it has open-ended pos-
sibilities that it is hard and unworthy 
trying to have a model that abstracts 
all of them. Going beyond the classic 
user interface can be implemented in 
lower abstraction levels.

	 Agency layer: This is the layer that 
will contain the activities of different 
kinds of software agents, the features 
of agents are needed, The features of 
the way that agents work can be easily 
mapped into performing tasks that are 
adaptivity-related (Memari & Marx-
Gomez, 2008). The results that are 
generated for humans may follow the 
Dexter model. but the way that these 
“pages” are generated is the task of 
agents and it is the part that will hold 
the adaptiveness. So they will take into 
consideration:
	 Individual user preferences (user 

model),
	 Knowledge about sources and 

other users that can be collected 
by acting as a Multi- Agent System 
(MAS).
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 The layer can have different kinds of agents 
each with different tasks and algorithm 
implementations e.g. rating agents, meta 
data agents, resolver agents (which will 
perform the “resolve” function described in 
Dexter), accessor agents, search agents and 
every other functionality imaginable can be 
assigned to different kinds of agents. This 
kind of task assignment can give the system 
a great amount of flexibility, responsiveness 
and self-* features; adding, removing and 
modifying functionalities can be a straight 
forward process, enhancing a specific 
feature can be thought of as increasing the 
number of agents assigned to it, all that can 
be done in runtime without having to stop 
the system or recompile from source. That 
can greatly help breaking down complex and 
heavy-data-requiring problems. This layer 
will have a standardized interface with the 
application layer, application layer will have 
access to the user model only through the 
agency layer, this will facilitate the content 
adaptation but may make the presentation 
adaptation a little harder.

An APPLIcAtIon ActIvIty

In order to get a clearer picture about the role of 
agents in the process of adaptivity, we can consider 
the following scenario: let’s assume that we have 
an SOA-Enabled Application, based on a Service 
Oriented Architecture (SOA), see (Newcomer & 
Lomow, 2004). That means that the user who will 
be using this system, will be dealing with it as a 
service, and this system in turn will be composed 
of and using other services. This architecture 
is based on the component-based architecture 
which has the benefit of simplifying the design 
of the software, and increasing the reusability of 
sections of code (components) by making each 
component appear as a black box with inputs and 
outputs, so the software designer doesn’t have to 

worry about what’s inside or how tasks inside 
are done. Services in SOA have taken the place 
of normal software components. The advantage 
of such an approach is to further simplify the 
application design and to maximize reusability 
through letting each component run on a different 
machine, so it is a total black box to the designer, 
in a way that he doesn’t have to care even about 
the requirements that a component needs to run 
properly (because that will be the task of the 
service provider).

As illustrated in Figure 4 we can see that there 
are different possibilities for using the available 
services. Throughout the execution of the appli-
cation, it will utilize different types of services 
along the way. 

For each type of these services, there is a 
variety of implementations provided by differ-
ent vendors, and running on different hardware, 
that will make them vary in price of use, delay of 
execution, accuracy of the results etc. which are 
machine-measurable attributes, additionally they 
will vary in some attributes that are unmeasurable 
by machines, like the way a picture looks, or the 
way a diagram is shown...

Here we can detect two visible problems, the 
first is that with the huge amount of available ser-
vices, we are facing the problem of categorizing 
these services into the appropriate types, since 
the point of view of the user is always different 
from the point of view of the programmer, and the 
essence of reusability is in using the component 
(service) in different ways, the programmer can 
only partially categorize his service, and the main 
burden of this is on the user.

The second problem comes after the categori-
zation, because in each category, there will be a 
big amount of available services that vary in lots of 
machine-measurable and machine-unmeasurable 
attributes as mentioned above, on top of that the sea 
of provided services is restless, they may change 
in number, availability, price, quality etc. every 
minute. That will make the process of taking a 
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decision about which service of each type to use, 
too complex for any human mind to solve.

Now let’s assume that our application complies 
to the aforementioned model, that means that 
the underlying platform is the Semantic Web (or 
a semantic represented knowledge), also means 
that we have an agency layer in our application 
which will be responsible of adaptivity. 

In the light of that, let’s have a spotlight on the 
two aforementioned problems, which are summer-
izable to: a representation problem and an effective 
usage problem, see (Walton, 2006, p. 3).

The problem of categorization will be solved 
by representing the service semantically using 
ontologies as denoted in the vision of the Semantic 
Web, which means declaring the “What exactly 
this service does” in a way that is understand-
able by machines, the process might sound like 
flipping the service inside out, or penetrating the 
black box but that’s not the case, because we are 
not declaring how this service works but only 
what.  By using ontologies to describe that, we 
can guarantee that through the generalization 
relations within the ontologies, these services are 
easily categorizable.

The second problem is solved by the agency 
layer since agents have more processing power 
than human brains, and they are also in a rest-
less condition and in a constant motion towards 
better adaptation with the environment, choosing 
autonomously and in runtime the best possible 
path among all the available paths, according to 
certain desires and criteria of the user, in order 
to accomplish the goals (functionality) of the 
application.

Now let’s have a more concrete example, 
a simple application that calculates distance 
between cities, and shows a map to display the 
shortest path.

A quick look at this application will suggest 
that we use three types of services: a service that 
calculates the shortest path between two given 
cities, another service that calculates the length 
of a given path, and a third one that displays a 
map with a given path on it. Assuming that the 
services are semantically described, the agents 
will try to find and categorize the relevant services, 
let’s suppose an agent finds a service that does 
“cartography” and draws “tracks”, the agent can 
reason about that service using relations in the 

Figure 4. Execution process of an SOA-enabled application
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describing ontology that connect “cartography” to 
“map” and “track” to “path” and conclude that it 
is relevant and we need it to fill the third position. 
In the same way the agent can determine that a 
service that calculates the shortest path between 
metropolises is relevant because there is an “is a” 
relation that connects a city to a metropolis.

After getting the results and categorizing them 
the agent has to choose an appropriate service 
from each category, according to the preferences 
of the user.

The preferences of the user are described in 
the user model which can be modified manually 
or by learning as mentioned before. The manual 
modification interface can look like an audio 
mixer, with different qualifications displayed as 
trackbars, and the mission of the agent is to find 
the possible mixture, that best satisfies the given 
criteria. These criteria in addition to the precise 
values can have also fuzzy values, so the “price 
of use” attribute can have values like “0.5”, “< 
0.2”, “0.3 - 0.6” as well as values like “reason-
able”, “expensive”, “cheap”...

After deciding about the best combination of 
services (which is the first stage of adaptation), it’s 
time to get feedback from the user about the final 
result. The user might dislike some measurable 
aspects of the results, like the price or speed or 
resolution of the displayed map or the accuracy 
of the resulting distances... in this case, the agent 
can easily detect the responsible service and try 
to find other alternative for it.

But sometimes the user might give unmeasur-
able impressions like: he doesn’t like the result, or 
the result is ambiguous or the result is not worth 
the price paid for it, in this case a combination of 
services as a whole is responsible rather than one 
service, so the agent has to find a better combi-
nation to better suit the user. That calls to mind 
the genetic algorithms, that might be one good 
solution to use in such case.

The most important issue at this stage, which 
will draw the border between the agent and the 

Decision Support Systems (DSS) is that instead 
of suggesting a possible solution to the user, 
our agent will act by itself trying to reform the 
combination of services in order to have a result 
that conforms more to the needs and preferences 
specified. In order to do this, the agent must have 
a margin of freedom, which is be specified by 
the user through the “audio mixer” interface, the 
width of this margin reflects the trust that the user 
gives to the agent.

concLusIon

We have presented here the reasons behind the 
emergency of adaptiveness and personalization 
in current environments. The example above goes 
about a simple problem from the usefulness point 
of view, but real world business problems are more 
complex and complicated, most of them cannot 
even have a solution on current hardware within 
a reasonable time span using conventional meth-
ods. The physical limits in front of increasing the 
hardware resources are another reason for us to 
think about alternative ways of getting problems 
solved, and among them: adaptation.

Adaptation has been thought about a long 
time ago, however it has not been as necessary 
and urgent as it is today. Models and reference 
models were conducted in order to capture the 
abstractions of existing and future systems; we 
have briefly presented some of them and spotted 
the light on a few points to be considered for the 
upcoming hypermedia research. 

Finally we tried to look at the Enhanced AHAM 
model through the eyes of these nine points, taking 
the Semantic Web as the platform, giving a rough 
sketch of a new model that tries to abstract the 
functionality and structure of emerging adaptive 
hypermedia systems. 

No matter whether we use SOAP & WSDL 
or the simpler alternative REST, whether we use 
RDF & OWL or the user-friendly XHTML & 
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Microformats, the Web is definitely going smarter, 
and that’s the future of it: the Semantic Web.
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Key terms And defInItIons

Adaptation: A process that includes in gen-
eral the selection of relevant items from a set of 
items in a way suitable for given requirements or 
environment conditions. 

Agency Layer: Is a layer in our proposed model 
which has standardized interfaces with the upper 
and lower layers and contains the activities of a 
wide variety of software agents. 

Hypermedia: Is a term used for hypertext 
which is not constrained to be text, it can include 
graphics, video and sound. 

Hypertext: Is a concept that is basically a text 
which contains links to other text.

Multi-Agent System (MAS): Is a system com-
posed of multiple interacting intelligent agents, 
such a system can be used to solve problems that 
are impossible for any agent solely to solve.  

Reference Model: An abstract representation 
of the entities and relations within a problem 
space; it forms the conceptual basis to derive more 
concrete models from which an implementation 
can be developed.

Semantic Web: An extension of the World 
Wide Web in which the semantics of the offered 
informational and transactional resources are 
provided and represented in a machine-under-
standable manner.




