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ABSTRACT
In this paper we present efficient closed-form formulas to esti-
mate capacitive coupling-induced crosstalk noise for distrib-
uted RC coupling trees. The efficiency of our approach stems
from the fact that only the five basic operations are used in the
expressions: addition ( ), subtraction ( ), multiplica-
tion ( ), division ( ) and square root ( ). The formu-
las do not require exponent computation or numerical
iterations. We have developed closed-form expressions for the
peak crosstalk noise amplitude, the peak noise occurring time
and the width of the noise waveform. Our approximations are
conservative and yet achieve acceptable accuracy. The formulas
are simple enough to be used in the inner loops of performance
optimization algorithms or as cost functions to guide routers.
They capture the influence of coupling direction (near-end and
far-end coupling) and coupling location (near-driver and near-
receiver).

1.  INTRODUCTION
Scaling the feature sizes and lowering the level of power supply
voltage has made digital designs vulnerable to noise. Noise sources
are spread widely over the chip, among which interconnect
coupling noise (crosstalk) becomes a performance-limiting factor
and plays an important role in the entire design flow affecting
timing closure.

Different design stages have different requirements for accuracy of
modeling crosstalk noise effects. Trade-offs exist between the
accuracy and complexity. Analytical expressions are preferred
because simulation is always expensive and ineffective for use with
modern designs containing millions of transistors and wires. In the
design sign-off stage, the most accurate noise metric is required.
However, discovering the coupling-induced problems in the late
stages of the design may create an unworkable situation because
most of the layout has already been fixed, and there may not be
much room left to make changes in placement and routing.
Furthermore, every iteration of the design flow is very expensive.
Therefore, fast and conservative coupling-induced crosstalk noise
estimators with reasonable accuracy are desirable to address
crosstalk in the earlier design stages and optimization flow such as
logic restructuring [3].

The existing crosstalk noise estimation methods are either not
simple enough to afford optimization considering crosstalk effects
in the design flow, or not sufficiently accurate. The majority of
research efforts have been focused on developing formulas for the
peak noise pulse amplitude (Vp), while the peak noise occurring
time and the pulse width have not been well-researched. The pulse-
width (Wn) is a measure of energy, and the propagating noise
occurring time (tp) is essential in determining cumulative effects of
crosstalk signals caused by different sources. The peak noise
occurring time and noise energy have similar importance for circuit
performance as the peak amplitude of the crosstalk noise has for
functional failure.

In this paper we present simple closed-form formulas to estimate
the essential parameters of the capacitive coupling-induced
crosstalk noise waveform: the peak amplitude, the peak noise
occurring time, and the noise waveform width. Our model can

handle distributed coupled RC trees. In our expressions only
following five basic operations are used: addition (
subtraction( ), multiplication( ), division( ) and
square root( ). The expressions do not require computation
exponents or numerical iterations. And they are explicit functio
of the moments of the noise output waveform, which are obtain
using existing methods [11][13][15]. This paper focuses o
crosstalk noise estimation for distributed RC coupling trees, whe
the non-linear drivers are modeled by equivalent resistances [2]

2.  OVERVIEW OF THE EXISTING
CROSSTALK NOISE METRICS

We assume that the following are known: the structure of t
coupling circuit, the device, the interconnect and the technolo
parameters, as well as the parameters for the input signals wh
include the arrival times and the transition times. The objective is
obtain the parameters of the output noise waveform.

2.1  The flow
Figure 1 presents analysis flows of the existing crosstalk estimat
methods. In the presence of multiple aggressors, the principle
superposition can be applied.

We divide the entire flow into two stages:FrontEndandBackEnd.
The FrontEnd stage deals with the circuit structure and exter
excitations and quantifies the physical features into particu
parameters of the S domain.Vo

(j) represents the contribution of the
jth aggressor to the output of the victim net. It is the victim’s outp
voltage in the S domain when only thejth aggressor is switching
and all the other aggressors are quiet.H(j) denotes the transfer
function in the same conditions for thejth aggressor;n denotes the
number of aggressors. The BackEnd flow extracts the physi
features of the output waveform from what has been obtained in
FrontEnd Flow. Various methods exist for both stages of the flow

2.1.1  The FrontEnd flow
This stage includes modeling of the coupling circuit an
computation of the transfer functions based on the selected mod

A well-accepted method to deal with non-linear drivers an
receivers is to model each of them with linear RC componen
where the driver is replaced by an equivalent resistor, and
receiver by a loading capacitor. The coupled interconnect
modeled by distributed RC components. From now on we w
consider only linearized coupled RC networks.

•  Lumped v.s distributed model
In the lumped model, the total capacitance and resistance values
used, disregarding the actual coupling location and distributio
Most of crosstalk-noise-modeling papers published in the earl
years belong to this category [5][6][9][14]. With the advance o
deep submicron technology, lumped models no longer satisfy
accuracy requirement. Distributed coupled RC tree structu
models become necessary even for the early design stages. M
papers address this problem[1][7][10][13][17].

•  Single-aggressor v.s. multiple-aggressor model
In real circuits, we rarely have victim nets which are coupled
single aggressors only. Typically there exist nets coupled w
hundreds of aggressors, most of which contribute only a sm
crosstalk noise. To reduce computational complexity in th

x y+ x y–
x y× x y⁄ x

x y+
x y– x y× x y⁄

x
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presence of multiple aggressors, the principle of superposition is
widely used. Usually, one aggressor is processed at a time, and the
final output in Laplace domain is expressed as a summation of the
individual outputs produced by switching one aggressor at a time.
However, two different interpretations exist for the same principle.

Some existing papers [5][6][7][9][10][14] apply superposition
with one aggressor at a time, assuming other coupled aggressors
don’t exist. In such a case, the transfer function of the coupling
circuit can be greatly simplified, and it is easier to obtain a closed-
form output waveform. Note that a closed-form output waveform
does not guarantee a closed-form noise expression.

Such a decoupling of a multiple-aggressor problem into a sequence
of single-aggressor problems can be primarily used to screen out
some minuscule noise sources. However, the crosstalk noise
computed using such an approach can serve neither as an upper
bound nor as a lower bound for the actual noise in the original
coupling circuit. This limits its applicability in noise estimation
even in the routing stage, because conservatism is an essential
requirement.

Therefore, the existence of multiple aggressors has to be explicitly
accounted for and expressed in the transfer functions, even in the
formulas used in the early stages of the design flow. This is the
second interpretation of the superposition principle. Existing
publications based on this scenario include [1][13][17].

•  Moment computation
The purpose of moment computation is to determine t
coefficients in the transfer function (or admittance function
expressed as follows:

(1)

where , . a0
(j) = 0, hence

A0
(j) = 0 for the transfer functions in figure 1 because there is

DC (direct current) path from any aggressor’s input to the victim
receiver node.

Equation (1) is theqth order Pade Approximation of transien
response in s domain [12]. Different methods for the model ord
reduction and moment computation have been extensiv
discussed in numerous papers; representative examples
[8][12][16]. Passivity is required for the reduced-order model
guarantee stability of the system. In order to guarantee
passivity, the moments are computed for the admittance ma
instead of for the transfer functions in the method proposed in [
then the output waveform at the victim receiver node is derive
Moment computation is usually expensive, even with a linear ord
recursive algorithm [17]. Therefore, [13] and [15] derived close

H s( )
a0 a1s … aq 1– s

q 1–
+ + +

b0 b1s … bqs
q

+ + +
---------------------------------------------------------------=

h0 h1s … h2q 1+ s
2q 1+

+ + +( )=

hp 1–( )p
mp p!⁄( )= p 0 2q 1+∼=

circuit modeling:
•  lumped / distributed
•  single / multiple aggressor

model order reduction, moment computation
closed-form expressions fora0, a1, b1, b2, etc.
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, without timing window constraints [4]
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j( ), ,( )=

Figure 1.  Existing flows for crosstalk noise analysis, with superposition applied in time domain
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form expressions to directly compute the coefficientsa0 anda1 for
the numerator in equation (1), and the closed-form expressions for
b1 andb2 can be found in [11].

In general, any approximation with more than two poles cannot
produce closed-form expressions for delay and noise [1].
Therefore, second order Pade Approximation is preferred in fast
crosstalk noise evaluations.

2.1.2  The BackEnd flow
TheVo

(j)(s) andVsum(s) obtained in the FrondEnd flow contain all
the circuit and external excitation information needed to extract the
parameters of the output waveform. Many methods were proposed
to solve this problem. Theflow I in figure 1 summarizes methods
which apply inverse Laplace transformation and determine the
explicit closed-form expression for the output waveform in time
domain [1][10][17]:

,

However, a closed-form expression forvo(t) / vo
(j)(t) does not

guarantee closed-form expressions for all the crosstalk noise
parameters. Additionally, computingWn from these equations
requires numerical iterations, and the result cannot be expressed by
a closed-form expression.

The flow II type methods were proposed to conquer the
shortcomings of theflow I methods. References [7] and [13] are
two representative papers in this category. Both papers provide
efficient closed-form expressions to compute the peak noise
amplitude Vp for distributed coupled RC networks. Their
efficiency meets our criteria. Reference [7] presents an absolute
upper bound forVp, however, with an unbounded maximum error
percentage and no closed-form expression fortp and Wn.
Reference [13] derives elegant expressions forVp and effectiveWn
with a bounded maximum percentage error.The formulas are as
follows:

,

The notation is explained in figure 1. However, the peak noise
occurring timetp cannot be easily obtained using this approach.
Furthermore,A2

(j) depends ona2
(j) (figure 1). Due to the difficulty

in obtaining a closed-form expression fora2
(j), the crosstalk noise

expressions are approximated by and
for computation efficiency, at the

cost of reduced accuracy.

Shortcomings of the existing methods motivate our research in
developing new crosstalk noise estimates. Our goal is to develop
simple formulas which would be applicable in the physical design
stage of optimization flows.

We would like to handle arbitrary coupling tree structures modeled
by distributed RC components. We will admit multiple aggressors
and distinguish between the coupling directions. Also we will
differentiate the near driver from the near receiver coupling
location.

We compute the moments of the output noise waveform based on
closed-form expressions given by [11][13][15], and our formulas
will be explicit functions of the obtained moments. We are seeking
tight upper bounds for peak amplitude, peak noise occurring time,
pulse width, and energy.

3.  THE NEW CROSSTALK NOISE METRIC
In this section, we analyze the crosstalk noise computation, and
present a practical approximation of the output waveform which
carries the minimum necessary information. This simplification
provides the basis for our new approach to achieve closed-form
expressions for peak amplitudeVp, peak noise occurring timetp
and pulse widthWn.

3.1  A practical view of the output waveform
For crosstalk noise, the data sought are the following parameter
the waveform:T0, T1, T2, Vp, where T0 is the crosstalk signal
arrival time,T1 andT2 are the two transition times, andVp is the
peak amplitude. The peak noise occurring timetp and the pulse
width Wn can be computed fromT0, T1, T2, Vp, as indicated in
figure 2. Superscript(j) has been omitted for simplicity.

We propose two methods to simplify the noise waveform. The fi
one applies a piecewise-linear approximation as illustrated
figure 2 (b). The second one uses a mixed linear and exponen
approximation depicted in figure 2 (c).

In the first method, both the rising and falling transitions a
approximated by straight lines.

In the second method, the left transition is approximated by
straight line, and the right transition is approximated by a
exponential waveform with time constantτ2. The noise waveform
depicted in figure 2 (c) is given by

(2)

We use T2 to represent the equivalent transition time for th
exponential waveform. We have

(3)
The value of λ depends on the definition of transition time
Suppose the transition time is measured as a time needed for
noise voltage to reach 90% ofVp starting from the moment it had
reached 10% ofVp. We denote the corresponding times asT0.9 and
T0.1, respectively.

(4)

(5)

So the transition time is given by:

(6)

And we define the default value forλ as:

(7)
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(a) The crosstalk noise waveform

(b) Piece-wise-linear approximation
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min. information(T0,T1,T2,Vp)

Figure 2.  The information carried by a noise waveform
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According to equations (3) and (7), the time constantτ2 can be
equivalently represented by the transition timeT2.

3.2  Our model
Based on the minimum information carried by the output signal,
we can derive directly the expressions for the desired parameters of
crosstalk noise. We do not perform the inverse Laplace transforms.
Instead, we compare the appropriate coefficients in Laplace
domain. Figure 3 illustrates the flow of our method.

The initial few steps of our approach are the same as in the
FrontEnd flow described in figure 1. After obtainingVo

(j)(s) in the
Laplace domain, we store the corresponding coefficientsfk

(j)s.
Then we assume that the output waveform is approximated by two
linear segments, as shown in figure 2(b). We transfer this
approximate waveform into the Laplace domain and obtain the
correspondingVo

(j)’ (s), whose coefficientsek
(j)s are functions of

T0
(j), T1

(j), T2
(j), and Vp

(j). Now we make the corresponding
coefficients ofVo

(j)(s) equal to those ofVo
(j)’ (s) and we derive

equations depending only on the variablesT0
(j), T1

(j), T2
(j), and

Vp
(j). The solution of these equations will give us closed-form

expressions for the desired parameters. We will derive our
formulas based on the second order Pade approximation.
According to figure 3,

(8)

where superscriptj>0 denotes the parameters related to thejth
aggressor.Vi

(j)(s) is the jth input signal.H(j)(s) is the transfer
function from thejth input to the victim’s output when the other
inputs are quiet.

We use the lower caset0
(j) andtr

(j) to represent the arrival time and
the transition time for the input signals, the upper caseT0

(j), T1
(j),

T2
(j), andVp

(j) represent the parameters of the victim’s output noi
waveformVo

(j)(s) produced by the switching of thejth aggressor.

3.2.1  The transfer function
We obtain the transfer function following approaches described
the existing papers. For the reasons already mentioned, we ch
the second order Pade Approximation to obtain our trans
function:

where [12]

All the transfer functions of the same coupling circuit share th
same coefficients for the denominator.b1 is found from the
summation over all the unique open-circuit time constants, andb2
is the sum of all the unique products of the open-circuit and sho
circuit time constants. The coefficients for the denominator a
taken from [11]. The coefficients for the numerator of the transf
function from thejth aggressor’s input to the victim’s output are
given by [13].
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Figure 3.  Our flow for crosstalk noise computation
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3.2.2  The input
We consider arbitrary types of input, such as a rising ramp, a
falling ramp, rising exponential waveform, falling exponential
waveform, etc. We uset0

(j) andtr
(j) to represent the arrival time and

the transition time for thejth inputVi
(j), respectively. The input in

Laplace domain is given by

(9)

 is normalized with respect to power supply voltageVdd.

3.2.3  The output Vo
(j)(s)

From equation (8), we have

(10)
where the moments of the output waveform are given by:

(11)

(12)

(13)

(14)

For example, assume thejth aggressor’s arrival time is 0
( ), when the victim net is at ground level, and thejth
aggressor net has a rising ramp transition, the moments of the
output waveform are given by:

(15)

(16)

(17)

(18)

3.2.4  The piece-wise-linear approximation Vo
(j)’ (s)

The Laplace transform of the simplified output waveform is given
by

(19)

Suppose that the victim net is at ground level, and thejth aggressor
net is transiting from low to high. The corresponding coefficients
(moments of the approximated output waveform) are (superscript
(j) is omitted in equations (20)-(54) to simplify the expressions):

(20)

(21)

(22)

(23)
wherem is defined by:

(24)

3.2.5  The mixed linear and exponential approximation
Vo

(j)’ (s)

The Laplace transform of the approximated output waveform
given by

where the moments of this output waveform are given by:

So the coefficients can be simplified as follows:

(25)

(26)

(27)

(28)

wherem is defined in equation (24). Note that we have replacedτ2
with T2 / λ (mT1 / λ) according to equation (3) in order to compar
with the piecewise-linear model.

3.3  New noise metric I
Based on the piece-wise-linear approximation, letVo

(j)(s) =
Vo

(j)’ (s), and match the corresponding coefficients, we have:

(29)
wherefk

(j)s are the moments of the noise output waveform, whi
can be computed by equations (11) to (14), and are simplified
equations (15) to (18) for a rising ramp at the aggressor’s inp
Substituting (21)-(23) into equation (29), then solving the resultin
equation, and using a normalized (with respect toVdd) value for
peak voltage, we obtain

 (peak amplitude) (30)

 (arrival time) (31)

 (first transition time) (32)

 (second transition time) (33)

where

(34)

The peak noise occurring time and pulse width can be obtain
from the dependencies depicted in figure 2:

(35)

(36)
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According to equation (24), we have . Hence, we obtain
the lower and upper bounds for the corresponding parameters:

, (37)

, (38)

, (39)

, (40)

It is interesting to note that equations (37) and (40) give tight lower
and upper bounds for peak amplitude and pulse width. ForVp, the
difference is only around 13%, and forWn, the difference is only
around 15%.

Assumingm = 1, which indicatesT1 = T2, we obtain a special case
for equations (30) - (36):

 (peak amplitude) (41)

 (arrival time) (42)

 (first transition time) (43)

 (second transition time) (44)

 (peak noise occurring time) (45)

 (pulse width) (46)

3.4  New noise metric II
Based on the mixed linear-exponential approximation, we set
Vo

(j)(s) = Vo
(j)’ (s), and match the corresponding coefficients:

(47)

wherefk
(j)s are the moments of the noise output waveform, which

can be computed by equations (11) to (14), and are simplified to
equations (15) to (18) for a rising ramp at the aggressor’s input.
Substituting equations (26)-(28) into equation (47), and solving the
above equation, we obtain the first transition time

(48)

whereTW is given in equation (34). The peak noise amplitude is
normalized with respect to power supply voltageVdd, and we get

 (peak amplitude) (49)

 (arrival time) (50)

,  (second transition time) (51)

(peak occurring time) (52)

 (pulse width) (53)
In the above equations,m is unknown. We use an approximated
value obtained from the piece-wise-linear model. First, set t
initial value ofT1 to be the input transition time

Substituting the above value into equation (32), we get

(54)

Now the parameters of the output crosstalk noise waveform can
computed using equations (48) to (53).

3.5  Discussion
Our modeling method can be applied to the flows summarized
figure 1. However, for the noise waveform (figure 1), we prefer
handle superposition in the time domain. This is because e
aggressor is constrained by a timing window which determines
earliest and latest possible arrival times for its corresponding inp
[4]. Considering timing windows is essential in determining th
worst-case crosstalk. Our modeling technique can also be app
to a mixture of rising and falling aggressor inputs.

4.  MODEL VALIDATION
We have verified our new noise metric in 0.25µm technology for a
variety of coupling circuits, including two-pin nets and RC tree
shown in figure 4. We compute the parameters of the no
waveform for over 40000 cases, with different coupling location
driver strengths, coupling lengths, etc. In addition to the coupli
circuits with parameters of normal ranges, we have ru
experiments for some extreme corner cases, including some
which the victim and aggressor driver sizes differ drastically, th
coupling location is far away or very close to the victim driver, fa
away or very close to the victim receiver, etc. And the couplin
length ranges from 0.1mm to 2.0mm. Thus, the results we report
here show a larger error percentage than the results reported in
original papers [7][13][17]. Table 1 gives results for two-pin ne
coupling circuits with far-end coupling direction when the victim’
receiver is closer to the aggressor’s receiver than to the aggress
driver. Different analytical methods are compared with Hspic
simulation. The maximum and average error percentages
shown for the computation of crosstalk noise metrics, includin
peak amplitudeVp, pulse widthWn, peak noise occurring timeTp,
the first transition timeT1, and the second transition timeT2. The
average error percentage is computed over the absolute e
percentage values. For the peak noise amplitude, we show both
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Figure 4.  Coupling circuit structure for experiments
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maximum positive error percentage and the maximum negative
error percentage. Table 2 gives results for two-pin net coupling
circuits with near-end coupling direction. Usually near-end
coupling causes larger crosstalk noise. Table 3 presents the results
for distributed RC trees. When the maximum negative error
percentage is within the range from -5% to 0, we still consider this
metric to be conservative, so it can be used as an upper bound. The
entries “N/A”s in the tables indicate that the corresponding method
does not capture the parameter of this row, whereas our new
metrics are capable of a complete characterization of the noise
waveform.

The results presented in table 1 identify three metrics as the upper
bounds of peak noise for a far-end coupling circuit: [7], [13] and
our new metric II. Our new metric provides the tightest upper
bound. The results presented in table 2 identify only one metric as
the upper bound of peak noise estimation for a near-end coupling
circuit. This is our new metric II. We can see that the simple

metrics given by [7] and [13] fail to capture the difference betwee
far-end and near-end coupling. Those methods do not prov
upper bounds for the near-end coupling noise because the near
peak noise is usually larger than the far-end noise[13].

An interesting fact about our second new noise metric is that t
results can be affected by the value ofλ. When we use the default
value given in equation (7), we can obtain an absolute upper bou
for the peak noise amplitude. It has a relatively larger err
percentage, but is still tighter than Vittal’s upper bound. Ou
second new metric is much better than the first one. It provide
better upper bound (for peak noise amplitude) than all the exist
metrics. The major problem with the two-pole model and th
improved one pole model proposed in [17] is that their metric
not conservative, and the estimated peak noise could be m
smaller than the actual peak noise. Besides, the two-pole mo
suffers from instability and may not offer a solution for som
circuits.

Table 1: Error percentage for two-pin nets, far-end coupling

Crosstalk noise
metrics

Yu’s improved
1 pole model [17]

Yu’s 2 pole model
[17]

Devgan [7] Vittal [13] new I new II
(λ=2.7465)

Vp

Max. (%) -26 ~ 38 -28 ~ 0 -3 ~ 1330 -3 ~ 85 -39 ~ 49 0 ~ 42
Ave. (%) 15 19 91 20 21 16

Wn

Max. (%)
N/A N/A N/A

120 71 85
Ave. (%) 64.7 13 12

Tp

Max. (%)
N/A

85
N/A N/A

72 31
Ave. (%) 21 27 13

T1

Max. (%)
N/A N/A N/A N/A

81 63
Ave. (%) 12 11

T2

Max. (%)
N/A N/A N/A N/A

101 73
Ave. (%) 21 35

Table 2: Error percentage for two-pin nets, near-end coupling

Crosstalk noise
metrics

Yu’s improved
1 pole model [17]

Yu’s 2 pole model
[17]

Devgan [7] Vittal [13] new I new II
(λ=2.7465)

Vp

Max. (%) -41 ~ 35 -38 ~ 0 -9 ~ 1309 -20 ~ 85 -45 ~ 36 0 ~ 51
Ave. (%) 18 23 83 18 24 20

Wn

Max. (%)
N/A N/A N/A

126 83 84
Ave. (%) 65 14 14

Tp

Max. (%)
N/A

99
N/A N/A

78 39
Ave. (%) 24 31 14

T1

Max. (%)
N/A N/A N/A N/A

81 82
Ave. (%) 12 11

T2

Max. (%)
N/A N/A N/A N/A

99 71
Ave. (%) 22 36

Table 3: Error percentage for tree structures, far-end coupling

Crosstalk noise
metrics

Yu’s improved
1 pole model [17]

Yu’s 2 pole model
[17]

Devgan [7] Vittal [13] new I new II
(λ=2.7465)

Vp

Max. (%) -22 ~ 37 -26 ~ 0 -3 ~1320 0 ~ 84 -33 ~ 36 0 ~ 41
Ave. (%) 14 19 92 21 21 17

Wn

Max. (%)
N/A N/A N/A

120 87 73
Ave. (%) 64 13 14

Tp

Max. (%)
N/A

38
N/A N/A

37 33
Ave. (%) 21 24 14

T1

Max. (%)
N/A N/A N/A N/A

63 46
Ave. (%) 14 12

T2

Max. (%)
N/A N/A N/A N/A

85 91
Ave. (%) 22 25
7
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Figure 5 shows the effect of coupling location on the peak
amplitude of the crosstalk noise. In this group of experiments, we
set L2 = 0.5mm, L3 = 1.5mm, and changeL1 from 0.1mm to
1.0mm. The closer the aggressor to the victim receiver node, the
larger the peak noise on this node. A nearly linear increase of the
peak noise amplitude with the change of coupling location can be
observed. Though the lumpedπ-model will report the same peak
noise voltage for every coupling location described in figure 5, our
model captures the above trend very well.

In the presence of multiple aggressors, the method described in [4]
can be applied to compute the combined maximum (worst-case)
peak noise amplitude. However, no methods exist which are
capable of estimating the worst-case pulse-width, or the worst-case
noise transition time for the combined noise waveform. We leave
this part for our future research.

5.  CONCLUSIONS
In deep submicron designs, a signal transition on interconnects
running in close proximity can lead to unexpected spikes on
normally static signals, or change the delays of switching signals,
consequently causing performance degradation or functional
failure. These are the crosstalk effects. It is essential to develop
metrics to estimate them quickly and accurately.

We have proposed a classification of the existing methods, and
pointed out their weaknesses, such as insufficient characterization
of the noise phenomenon other than the peak amplitude, ignoring
the rise and fall transition times, high complexity, or low accuracy.
We proposed a new backend noise analysis methodology which
thoroughly captures the features of crosstalk noise waveform,
maintains a balance between complexity and accuracy, and
provides a better upper bound for peak noise amplitude estimation
in all types of coupling scenarios. Our approach provides closed-
form crosstalk noise metrics which are applicable to any
distributed coupled RC tree networks. It is fast, conservative, and
yet achieves acceptable accuracy. It can be safely included in the
inner loop and early stages of design flow.
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