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Abstract

The adequacy of execution based formalizations in modeling and verifying shared

memory systems is discussed. It is argued that unclear sentence.... not

comparable. We claim that the decidability problem of sequential consistency for

finite-state systems is an open problem, in contrast with the result of [1].
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1 Introduction

The inception of shared memories as a way to increase the performance of

computer systems has brought about its own problems. Checking whether

a system behaves within a prescribed manner is one such problem. Testing,

simulation and formal verification are different approaches to this problem. In

this paper, we will be concerned with the latter.
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Formal verification here means that both the model and the system are rep-

resented as mathematical structures and the task is to prove that a certain

relation holds between these structures. Formalization which is the transforma-

tion of real world entities into mathematical structures then is the first implicit

step. Different formalizations might result in different mathematical structures

not necessarily equivalent in expressiveness 1 . These non-equivalences in rep-

resentations are likely to result in different properties for the structures which

will in turn lead to different algorithms for verification.

Our objective in this paper is to critique execution-based, in particular trace

theoretical, formalizations. We will argue that the absence of the concept of

program in the formalization leads one to prove certain properties for the

mathematical structures which do not necessarily hold for the real world en-

tities they represent. We will also briefly talk about one major assumption

which this formalization requires and which we think is no longer adequate

for new systems.

2 Memory - An Intuitive Explanation

Let us briefly summarize the intuitive picture concerning memories. A mem-

ory is an information retaining device. It has a set of data values each of which

is uniquely indexed with what is known as its address or location. A memory,

within a system, communicates with other parties through receiving requests

and generating suitable completions to these requests. To make matters sim-

ple, it is common practice to define only two classes of requests: reads and

1 An obvious and well-known counter example to this assertion is the equivalence of

Church’s lambda-calculus and Turing machines, the formalizations of computation.
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writes. A read request queries the content of an address. The suitable comple-

tion is the data value indexed by that address. A write request updates the

content of an address. The suitable completion, in this case, can be a sim-

ple acknowledgment. In what follows, we will use the words instruction and

response for requests and completions, respectively.

When the memory system receives its instructions from a single user, its cor-

rect mode of operation is easy to define: each read instruction of an address

should return the value of the most recent written value to that address, or

the initial value in the absence of such a write. The concept of “most recent”

is well-defined in this context; in the absence of concurrency, there is a total

temporal order of requests.

Things do get complicated, however, when there is more than one user which

is the case for shared memory systems. It is generally accepted that enforcing

the memory system to process instructions in the order they are dispatched

by the users will result in poor performance of the system as a whole. Instead,

a certain amount of non-determinism in the behavior of the memory system is

allowed. Varying degrees of such non-determinism results in different correct-

ness conditions for memory systems. These conditions are known as shared

memory models.

Whatever the memory model is, one thing remains invariant: the (sequen-

tial) temporal order of requests per user is a parameter in the definition of

the memory model. This temporal order is usually known as the program or-

der, although it does not necessarily correspond to the sequential program

order; whether it does depends on what the memory system represents. For a

programmer, the memory system is the abstraction of the operating system,
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the compiler, the hardware and finally the physical memory devices. For a

designer, memory might abstract only the physical memory devices.

As an example for a shared memory model, consider the well-known model of

sequential consistency [2]. It requires that the memory behaves as if it responds

to a single user whose instruction stream is an interleaving of the instructions

of all the users such that this interleaving respects the order of instructions per

user. The non-determinism here lies in the fact that the interleaving does not

necessarily correspond to the global temporal ordering of instructions among

users; the memory system behaves according to sequential consistency as long

as there is one interleaving that logically explains its behavior.

The next step in the verification process is to formalize the intuition summa-

rized above. We will now describe one such formalization.

3 Execution-based Formalization

One way to formalize memory systems is to view them as machines generating

responses. In this view, an execution of a memory system is the collection of

responses, also called events in this framework, this memory system generates.

A memory model is described in terms of a model predicate over executions.

A memory system satisfies a memory model if all the executions the system

generates satisfies the model predicate.

Let us first start with the formalization of the memory system. We will pa-

rameterize a memory system over the set of users, the set of addresses and the

set of different data values each address can hold, represented by P , A and

D, respectively. We will take all these sets as finite. We will also assume that,
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for the rest of this paper, these sets are fixed.

A read event is represented by r(p, a, d) where p ∈ P is the processor that

issued the instruction, a ∈ A is the address queried by the read instruction

and d ∈ D is the data value returned by the memory. Similarly, a write event

is represented by w(p, a, d) with p, a, and d having the same meanings. Σ is

the alphabet containing all read and write events.

The parameters of a read (write) event are extracted using the functions π, α

and δ. That is, for s = r(p, a, d), π(s) = p, α(s) = a and δ(s) = d.

How an execution is represented results in different formalizations. There have

been research that used partial orders [3], graphs [4,5] and traces [1,6–8]. We

will consider the latter which has almost always been used in the verification

of sequential consistency.

In trace-theoretical representation, we use a partially commutative monoid

instead of the free monoid Σ∗. Let σ1, σ2 be strings over Σ, let s, t be symbols

in Σ and let σ = σ1stσ2. Then the string σ1tsσ2 is 1-step equivalent to σ if

π(s) 6= π(t). An equivalence class is the transitive closure of 1-step equivalence.

We can say that two strings not necessarily syntactically equal but belonging

to the same equivalence class have the same semantic value.

A string σ = s1s2 · · · sn for si ∈ Σ is serial if for any i ≤ n such that si =

r(p, a, d) is a read event, either there exists j < i with α(sj) = a, δ(sj) = d,

and there does not exist j < k < i such that α(sk) = a and δ(sk) 6= d, or d is

the initial value of a. For simplicity, we will assume that the initial value for

each address is 0.

In this formalization, an execution is a string over Σ. The model predicate for
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sequential consistency is as follows: An execution is sequentially consistent if

it is in the equivalence class of a serial string. We say that a memory system

is sequentially consistent if all its executions are sequentially consistent.

Based on this formalization, it has been claimed that [1] a sequentially consis-

tent finite-state memory system has a sequentially consistent regular language.

Consequently, in [1], it is proved that it is undecidable to check for an arbitrary

finite-state memory system whether it is sequentially consistent or not. This

result has been cited in almost all of the subsequent work such as [7,8,5,9].

Before arguing the relevance of this result, however, it first behooves us to talk

about an assumption that has not been explicitly stated.

4 Trace-based Formalization and In-order Completion

We have said that the definition of sequential consistency, or any memory

model for that matter, required information on the sequential order of in-

structions issued per processor, also known as the program order. On the

other hand, we have not really talked about program order in the context

of trace-based formalization. The conciliation of these two seemingly contra-

dicting facts lies in a crucial assumption: the memory system is expected to

complete the requests it receives in an order which respects per processor

issuing order. That is, if the memory system receives instruction i1 at time

t1 from processor p, instruction i2 at t2 again from the same processor and

t1 < t2, then it is assumed that i1 completes
2 before i2. That is precisely

why the equivalence classes defined above do respect program order; events

2 This notion might also be called ”commitment”.
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belonging to the same processor are not allowed to commute, hence at each

1-step equivalence the program orders remain the same.

It is highly questionable whether this assumption can stay valid, given the ever

ambitious optimizations done for memory systems. There are already memory

systems which process their requests out of issuing order.

Consider the following scenario. Processor p issues r(p, a) 3 and then issues

r(p, b). If the second read completes before the first one, what we observe in

the execution will be of the form σ1r(p, b, d)σ2r(p, a, d
′)σ3 for strings σi over

Σ. Any string in the equivalence class of this string will always have r(p, b, d)

before r(p, a, d′), contradicting the initial program order.

One can say that an intermediate machine that would convert what the mem-

ory system generates into a string for which the assumption holds can be

constructed. We could then take the combination of the memory system and

that machine and work on the output of the intermediate machine without

any problem. However, there are cases where a finite-state machine simply

cannot generate such an output.

Consider now a slight variation of the above scenario. Processor p issues r(p, a)

and then issues an unbounded number of r(p, b). That is, after reading address

a, it polls the address b for an unbounded number of times. Assume further

that the read of a does not return a value unless all the reads of b complete.

This will mean that the finite-state intermediate machine must have the ca-

pability of storing an unbounded amount of information, in this case all the

3 This is the representation of the instruction whose response is the read event

r(p, a, d) for some d ∈ D.
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read events of address b. This is clearly and theoretically impossible.

This assumption of in-order completion found in trace-based formalization,

therefore, restricts its use to a subset of all possible memory systems, not all

of which are pure theoretical concoctions.

Unfortunately, not only all possible finite-state memory systems cannot be

formalized using trace theory, the finiteness of a memory system represented

in this formalization cannot be formulated either. We will argue this point

next.

5 Finiteness and Trace-based Formalization

It has been argued in [1] that since a memory system is basically a finite-state

automaton whose language is a subset of Σ∗, the memory system is finite-state

if and only if its language is regular. Furthermore, as we have previously men-

tioned, this implies that a finite-state memory system is sequentially consistent

if and only if its language is regular and sequentially consistent.

However, we believe that this characterization of finiteness is inadequate. Con-

sider the following set of executions, given as a regular expression:

w(1, a, 2)r(1, a, 1)∗r(2, a, 2)∗w(2, a, 1)

According to the definition of sequential consistency, the memory system gen-

erating this language is sequentially consistent. It is sequentially consistent

because any string belonging to this regular expression has a serial string in
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its equivalence class. For instance, the execution

w(1, a, 2)r(1, a, 1)r(2, a, 2)w(2, a, 1)

is equivalent to the serial string

w(1, a, 2)r(2, a, 2)w(2, a, 1)r(1, a, 1)

Let us assume that N is the cardinality of the state space of the finite-state

memory system generating this regular expression. Think of the execution

where we have 2N r(1, a, 1) events and 2N r(2, a, 2) events. By the execu-

tion string, we know that the first event is w(1, a, 2). This is to be followed

by the read event r(1, a, 1). Note that, by the assumption discussed in the

previous section, we know that, without any information about the relative

issuing orders among read instructions belonging to different processors, at

least 2N instructions must be issued by the second processor before the write

instruction which is the last to be committed is issued by this same processor.

However, this cannot be done by a sequentially consistent and finite-state

machine. Noting that the cardinality of the state space of the machine was N ,

there are two possibilities:

(1) The machine generates the read event r(1, a, 1) before the issuing of the

instruction corresponding to the event w(2, a, 1). If at the instant the

machine generates this read event we stop feeding the finite-state machine

with instructions, it will either terminate with an execution that does

not have a serial string in its equivalence class or it will hang waiting for

issuing of the write instruction it guessed. The former case results in a

non-sequentially consistent execution. The latter case where the memory
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system simply refuses to terminate computation will be discussed below.

(2) The machine generates the first read event after the issuing of the instruc-

tion corresponding to the w(2, a, 1) event. This means that the machine

has not generated any event for at least 2N steps. This in turn implies

that, since there are N states, there exists at least one state, s, which was

visited more than once, such that on one path from s to s, the machine

inputs instructions but does not generate any events. Let us assume that

the mentioned path from s to s was taken k times. Consider a differ-

ent computation where this path is taken 2k times; each time this path

is taken in the original computation, in the modified computation it is

taken twice. It is not difficult to see that this will change the program, the

number of instructions issued, but will leave the execution the same; no

output is generated on the path from s to s. Hence, we obtain an execu-

tion which does not match its program; the program’s size becomes larger

than the size of execution. Put in other words, the finite-state memory

ignores certain instructions and does not generate responses.

The basic fallacy here is the abstraction of input, or the program. In the first

case, where the memory system hangs or does not terminate, the memory

system cannot be considered correct in any reasonable sense. A memory system

should always generate an execution as long as the stream of memory accesses,

or instructions, are syntactically correct.

In the second case, we have a memory system which generates its output re-

gardless of what it receives as input. There should be a well-defined correspon-

dence between the instructions a memory system receives and the responses

it generates.
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Remember that the initial motivation for shared memory models was to cap-

ture some sort of correctness for shared memory systems. The two ground

rules we have mentioned above, that the memory system does not deadlock

and that the program and its execution must be related, should be properties

that are satisfied by any memory system, not only sequentially consistent sys-

tems. However, it is impossible to characterize these requirements when only

execution is present in the formalization.

If the reader is not convinced about the necessity of ground rules, we could

propose an alternative argument. Going back to the original definition, we

note that a sequentially consistent memory system is required to behave as if

it is a single user system. A single user memory system, on the other hand,

cannot exhibit any of the behaviors mentioned above (deadlock or arbitrary

execution) and be deemed correct.

It is therefore not correct to prove a property in trace-based formalization

and then claim that property to hold for memory systems in general. The

reverse direction holds as well: certain properties of memory systems cannot

be expressed in trace-based formalization. Finiteness is one such property. We

have been so far unable to characterize for the trace-based formalization the

set of executions which can be generated by finite-state memory systems.

Another property that has been proved to hold for memory systems in trace-

based formalization is the undecidability we mentioned above. As a corollary of

the argument we have given for the finiteness, the result of undecidability is not

applicable to finite memory systems in general. We claim that the decidability

of checking the sequential consistency of a finite-state memory system is still

an open problem.
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It is worth noting that these observations have led us to develop a novel for-

malization framework for shared memories[10]. In the formalization framework

we propose, both the program and the execution are part of the definition of

a shared memory system as well as that of a shared memory model. For in-

stance, finiteness is captured easily by requiring the relation realized by the

memory system to be rational!
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