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ABSTRACT 

 

An agent is anything that can be viewed as perceiving its environment through sensors and acting upon 

that environment through effectors. Enormous number of researches is going on by comparing the 

functional similarities of the Human Immune System for making the agents more adaptable in regard with 

security. In this research work, the functional similarities of Human Nervous system are given to the agents 

by proposing an agent-based framework where the agents can adapt themselves from one of the threats, the 

malicious host attack. The agents become aware of the malicious hosts’ attack by learning and 

coordination is maintained by a Co-Agent to make this system work successfully. The concept of learning 

and coordination are taken from the Human Nervous system functionality. This system has shown a better 

functioning in maintaining the system performance by making the agents aware of malicious hosts and by 

producing limited number of clones.  
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1. INTRODUCTION 

 
1.1 Intelligent Agents 

 
An agent is a piece of software that acts for a user or other program in a relationship of agency. 

Such "action on behalf of" implies the authority to decide which action is appropriate [63]. 

Intelligent agents may also learn or use knowledge to achieve their goals. They may be very 

simple or very complex: a reflex machine such as a thermostat is an intelligent agent, as is a 

human being, as is a community of human beings working together towards a goal [9]. The 

attributes of agents are autonomy, communication, coordination, responsiveness, pro-activeness, 

learning, goal oriented, reactivity, temporal, continuity, social ability, collaborative, inferential 

and personality [15, 5]. 

 

Coordination is the key functionality in agent systems. Agents need to coordinate their actions in 

order to reach their goals. Few approaches for agent coordination are Contract Net approach, 

Partial Global Planning (PGP) approach, Stochastic Coordination algorithm, Master Slave 
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Coordination approach, Organisational approach, Domain-Independent coordination algorithm 

etc. [20, 35]. 

 

Learning ability is a crucial feature of intelligent agents.  It is impossible to foresee all the 

potential situations an agent may encounter and specify agent behaviour optimally in advance. 

Agents therefore have to learn from, and adapt to, their environment. Learning research has been 

mostly independent of agent research and only recently has it received more attention in 

connection with agents and multi-agent systems. Few learning techniques are Logic-Based 

Learning, Reactive Learning, Q-Learning, Explanation-based Learning, Inductive Logic 

Programming, Reinforcement Learning, Supervised Learning, Unsupervised Learning, Hebbian 

Learning, Competitive Learning and Social Learning [21]. 

 

1.2 The Human Nervous System 

 
The nervous system is the major controlling, regulatory, and communicating system in the body. 

It is the center of all mental activity including thought, learning, and memory. Every minute of 

every day, our nervous system is sending and receiving countless messages about what is 

happening inside and around our body. In short, our nervous system coordinates all the activities 

of our body.  

 

The nervous system contains a network of specialized cells called neurons that coordinate the 

actions of human being and transmit signals between different parts of the body [65]. The primary 

function of the nervous system is Coordination. It does this by extracting information from the 

environment using sensory receptors, sending signals to the brain/ spinal cord, processing the 

information to determine an appropriate response, and sending output signals to muscles or 

glands to activate the response. All the messages which have been transferred are stored in the 

main organ- The Brain. The brain communicates with the rest of the body through the spinal cord 

and the nerves. The cerebral hemispheres form the largest part of the human brain and are 

situated above most other brain structures. The hemispheres are divided into two- The Right brain 

and the Left brain. The two cerebral hemispheres are connected by a very large nerve bundle 

called the corpus callosum [67]. 
 

 

 

 

 

 

Fig 1: Corpus Callosum [67] 

 

 The coordination between the two hands, two eyes is maintained by corpus callosum. Any defect 

in callosum leads to Dyslexia or Split Brain disease.  

 

1.3. Why Nervous System and Agents? 

 
The first human system which was taken into account was the Human Immune System for agent 

security. The next focus was on nervous system where its functions help in developing the agents 

work in a coordinated way. The noticeable thing is that different processes are being controlled 

simultaneously by our nervous system in addition to processes that are going on at the sub-
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conscious level and body regulation processes. Truly agents would require this very capability of 

the nervous system that is to operate many simultaneous foreground and background processes 

and bring background processes into the foreground immediately when necessary. 

 

In this research work, a software agent framework with two knowledge bases has been designed 

to overcome malicious host threats and uncontrolled agent clones. These two knowledge bases 

are coordinated by an agent called Co-Agent. The jobs in one of the knowledge bases are 

allocated to the specialized agents by the Co-Agent. Those agents find the malicious hosts’ 

information in the outside environment if any. The agents pass the hosts’ information to other 

agents one by one because they are not sure whether they will return back to their home due to 

the attack by the hosts. The agents who return back to their home will inform the Co-Agent that 

they have returned back and confirm whether their allocated jobs were finished. Also they inform 

the other agents in the home about the host information. With the available number of agents in 

the home and the time taken to finish the jobs, the Co-Agent learns by itself in allocating the job 

for the next journey. Also the agent population is maintained by controlling the agent clones. 

 

2. RELATED WORK 

 
Michael Luck, Peter McBurney and Chris Preist (2004) have proposed a paper about 

agent technologies in which they have added the background to agent technology, the 

state-of-the-art in agent technology, a long-term vision for the field, the technology gaps 

between the state-of-the-art and the long-term vision and finally they have ended up with 

the trends and challenges that will need to be addressed over the next ten years so as to 

progress the field and realize the benefits [39]. 

 
Lily Chang, Junhua Ding et al., (2007) have provided a formal net-within-net paradigm and 

demonstrated how to apply it to model the coordination of multi-agent systems. They have 

designed a formal model which enables us to better understand system requirements and critical 

design issues [35]. 

 

M. Anissimov (2007) says “The human nervous system is the most complex object knows to 

science, as it includes the intricate CNS and a brain with 10 billion neurons and many times more 

interneural connection. For some people, this brain and the increase in intelligence it signifies is 

what separates human beings from other animals. As the difference is mainly a quantitative one, 

the gulf between humans and the great apes is seen as small, to the point that there is some 

advocacy to have chimpanzees placed in the same genus as human beings and great apes to be 

considered "persons" that should be accorded "human rights." However, for adherents of many 

religions, human beings are separated qualitatively from the rest of the animal world by having a 

spiritual nature and the presence of a soul or spirit, which exists in harmony with the body and 

CNS, but also transcends the physical aspect. For such, it is this spiritual aspect that defines the 

nature of humans more than the complex central nervous system [7]. 

 

Charles Sherrington (1906) developed the concept of stimulus-response mechanisms in much 

more detail, and Behaviorism, the school of thought that dominated Psychology through the 

middle of the 20th century, attempted to explain every aspect of human behaviour in stimulus-

response terms [13].  

 

James S. Albus and Anthony J.Barbera (2005) have designed a cognitive architecture 

named Real-Time Control System (RCS) to enable any level of intelligent behavior 

including human levels of performance. RCS was inspired 30 years ago by a theoretical 

model of the cerebellum, the portion of the brain responsible for fine motor coordination 
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and control of conscious motions. It was originally designed for sensory-interactive goal-

directed control of laboratory manipulators. Over three decades, it has evolved into real-

time control architecture for intelligent machine tools, factory automation systems, and 

intelligent autonomous vehicles [31]. 

 
Thi-Minh-Luan Nguyen and Christophe Lecerf (2004) have proposed a paper in which they have 

described the use of an agent-based method for studying cerebellar cortex’s behavior which relies 

on three important notions: S-propagator, Discrete Event System Specification (DEVS) and 

multi-agent systems. They have also solved the questions related to the representation of system 

behavioral dynamics by DEVS on one hand and its dynamics simulation by agent-based 

techniques on the other hand [57].  

 

Qingping Lin, Liang Zhang, Sun Ding, Guorui Feng and Guangbin Huang (2008) have 

proposed an intelligent mobile agent framework to address the scalability issue in LCVE. 

The autonomous migration/cloning of the mobile agents decentralized the system 

workload and optimized the resource utilization. The intelligent mobile agents can 

autonomously migrate or clone at any suitable participating host dynamically at run-time, 

the system workloads can be distributed more pervasively to avoid potential bottleneck. 

With these qualities, they have improved the scalability of LCVE [47].  

 

3. PROBLEM FORMULATION AND PROPOSED FRAMEWORK 

 
3.1. Objectives 

 
� To develop an agent framework functionally similar to the Human Nervous System to 

overcome malicious host threats. 

� To enable agent learning and adaptation using the acquired knowledge to control the 

agent clones. 

� To design two Knowledge Bases (like the two lobes of the Human Brains) and to design 

a Co-Agent (like Corpus Callosum) for knowledge base coordination.  

 

3.2. Problem Formulation 

 
The main spotlight of the agent framework is coordination and learning. Coordination is done by 

Corpus Callosum. In the absence of the corpus callosum, the human body will function but not in 

an efficient way such that it leads to malfunctioning and syndromes. Here, the role of corpus 

callosum is taken by the Co-Agent. It coordinates between the two knowledge bases and makes 

the system to function effectively. In the absence of the Co-Agent, the system will function but 

not in an efficient way such that it leads to the continuous attack of the same malicious hosts and 

lack of agents in the system due to agents’ death. 

 

The Brain stores and updates the information during each experience that happens in day to day 

life and behaves accordingly with the past experience. This controls in repeating the same 

mistakes. This is the process of learning. The knowledge base has been updated by the 

information of the malicious hosts. The malicious hosts’ attack has to be faced for the first time 

because the agents do not know them and they cannot learn from the knowledge base also. But 

they are very tactic for the next time in skipping from the attack of the malicious hosts. This is 

done by the learning process of the agents from the knowledge base. The Co-Agent also learns 

and decides on selecting the number of agents from the past travel/experience. Even the number 
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of clones is also produced only in a needed number to avoid the overflow of clones. Too many 

unwanted clone agents will reduce the performance of the system. 

 

3.3. Proposed Framework 

 
The agent-based framework for agent coordination and learning included two Knowledge Bases, 

few agents and a coordinating agent known as the Co-Agent. Fig 2 shows the Proposed 

Framework to overcome malicious host threats and uncontrolled agent clones. 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Proposed framework to overcome malicious host threats and uncontrolled agent clones 

 

Two Knowledge Bases (KB) are used in which one Knowledge Base known as KB2 is the usual 

Knowledge Base that is used in any agent developing shells. The other one known as KB1 is the 

additional KB which is attached in the framework for solving the above stated problems. KB1 has 

the details of known malicious host information and the information of the agents. KB2 has the 

problems and its corresponding solutions that are to be read and used by the agents for problem 

solving when they are in need. KB2 also has the list of jobs that are to be finished by the agents 

within the given time and the jobs have their own priorities and the agents have their own 

capabilities. 

 

When the jobs are allotted to the agents by the Co-Agent, they come in a queue according to its 

priority. The agents’ details and the host details are stored in KB1 and the host details will be nil 

during the first cycle. Each agent has unique capability which is eligible to do more than one job. 

The Co-Agent selects a minimum number of agents and they are given a minimum time to finish 

the job because the Co-Agent does not know the job size, the number of needed agents and the 

needed time.  
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Before starting their job, the agents learn the malicious host information in KB1 and the jobs’ 

corresponding problems and solutions from KB2 to make sure that they update themselves with 

the problems and the solutions which will be helpful for them to reach their goal. The agents are 

sent into the outside world for finishing their jobs where they face so many threats which are 

vulnerable for them. For this framework, the focus is only on the malicious hosts’ attack. If any 

agent is attacked by any malicious host, they may die immediately or they may live for a shorter 

period or may be alive for a longer period.  When the agents are getting attacked by any 

malicious host, the agents start scratching the host’s IP address which must reach the home so 

that the agents avoid the future attacks by the same host. This social ability of making other 

agents becoming aware is one of the attributes of agents. 

 

If any agent gets attacked by a malicious host, it will communicate with the other agent and pass 

the found IP address because the affected agent is not sure whether it will reach its home safely. 

The received agent will also communicate with the other agent and pass the same IP address. So 

whether they finish their jobs or not, the agents try reaching their home with the jobs they have 

finished so far and the IP address if they had had any because they have to report the Co-Agent 

within the given time.  

 

After reaching the home, they report the Co-Agent that they have come back and inform whether 

the job is finished. The Co-Agent makes a note in KB1 of how many agents have returned back 

and how many agents have the jobs incomplete. It also notes their reporting time. The agents are 

called Healthy agents when they return back within the time, which will be given more 

preference for doing the job in future. The agents who come after the given time are known as 

Delayed agents and they will be given less preference than the healthy agents. Some agents may 

not return back due to several reasons, and these agents are noted as Missed agent. If any agent 

has brought any new solution, then they can update the solution for the corresponding problem 

which is in KB2. 

 

The IP addresses which are brought to the home are informed to all the other agents through 

Blackboard approach. The agents having the IP address write the address in the blackboard but 

avoids writing the same if the IP address is already written. The Co-Agent updates the total 

details in both KB1 and KB2. The jobs which are not yet completed have to be completed. The 

Co-Agent learns from the previous experience and decides whether the agent number has to be 

increased or decreased compared with the previous allocation. This learning is done by Q-

Learning. 

 

When the agents come through the same IP address during the next travel, they skip the IP 

address and make them prevent from getting attacked. If the needed number of agents is less than 

the available agents, then the Co-Agent makes a clone and uses it for the function. Note that only 

the needed of clones will be produced. The cycle goes on till the jobs get completed. 

 

3.3.1. Knowledge Base 

 
A knowledge base is a special kind of database for knowledge management. It provides the 

means for the computerized collection, organization, and retrieval of knowledge. DoyleSoft 

Knowledge Base has been used in developing the framework. It can rapidly search through 

megabytes of information, easily annotate articles, track the use of articles, and Distribute 

information to others in our company or to other organizations [72]. Fig 3 shows the screenshot 

of the knowledge base. 
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Fig 3: Knowledge Base 

 

3.3.2. Blackboard Approach 

 
This approach is an indirect communication approach. A blackboard is an excellent framework 

for combining several separately established diagnostic systems. The development of an 

application involves numerous developers. The modularity and independence provided by large-

grained Knowledge Sources (KS) in blackboard systems allows each KS to be developed and 

tested separately. The software-engineering benefits of this approach apply during design, 

implementation, testing, and maintenance of the application. The scope of the problem to be 

solved was the prime factor in selecting a blackboard approach. 
 

 

 

 

 

 

 

 

 

 

Fig 4: Components of the Blackboard Model [18] 

Knowledge Sources are independent modules that contain the knowledge needed to solve the 

problem. KSs can be widely diverse in representation and inference techniques. The Blackboard 

is a global database containing input data, partial solutions, and other data that are in various 

problem-solving states. A Control Component makes runtime decisions about the course of 
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Knowledge 
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problem solving and the expenditure of problem-solving resources. The control component is 

separate from the individual KSs. In some blackboard systems, the control component itself is 

implemented using a blackboard approach (involving control KSs and blackboard areas devoted 

to control) [18]. 

 

3.3.3. Q-Learning 

 
Q-learning was first introduced by Watkins in 1989. The convergence proof was presented later 

by Watkins and Dayan in 1992. Q-learning is a reinforcement learning technique that works by 

learning an action-value function that gives the expected utility of taking a given action in a given 

state and following a fixed policy thereafter. One of the strengths of Q-learning is that it is able to 

compare the expected utility of the available actions without requiring a model of the 

environment.  

 

The problem model consists of an agent, states S and a number of actions per state A. By 

performing an action a, where , the agent can move from state to state. Each state 

provides the agent a reward (a real or natural number) or punishment (a negative reward). The 

goal of the agent is to maximize its total reward. It does this by learning which action is optimal 

for each state. 

 

The algorithm therefore has a function which calculates the Quality of a state-action combination: 

     Q: S x A         R 
Before learning has started, Q returns a fixed value, chosen by the designer. Then, each time the 

agent is given a reward (the state has changed) new values are calculated for each combination of 

a state s from S, and action a from A. The core of the algorithm is a simple value iteration update. 

It assumes the old value and makes a correction based on the new information [73]. 

 

The procedural form of the algorithm is: 

 

Initialize Q(s, a) arbitrarily 

Repeat (for each episode): 

 Initialize s 

 Repeat (for each step of episode): 

  Choose a from S using policy derived from Q 

   (e.g., ε -greedy) 

  Take action a, observe r,s’ 

  Q(s, a) ���� Q(s, a) + α  [r +  ɤ maxa,Q(s’,a’) – Q(s,a)] 

  s ���� s’; 

 until s is terminal 
 

The parameters used in the Q-value update process are:  

 

- The learning rate, set between 0 and 1. Setting it to 0 means that the Q-values are never 

updated, hence nothing is learned. Setting a high value such as 0.9 means that learning can occur 

quickly.  

- Discount factor, also set between 0 and 1. This models the fact that future rewards are worth 

less than immediate rewards. Mathematically, the discount factor needs to be set less than 0 for 

the algorithm to converge.  

- the maximum reward that is attainable in the state following the current one. i.e the 

reward for taking the optimal action thereafter.  
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This procedural approach can be translated into plain English steps as follows:  

� Initialize the Q-values table, Q(s, a).  

� Observe the current state, s.  

� Choose an action, a, for that state based on one of the action selection policies   

� Take the action, and observe the reward, r, as well as the new state, s'.  

� Update the Q-value for the state using the observed reward and the maximum reward 

possible for the next state. The updating is done according to the formula and parameters 

described above.  

� Set the state to the new state, and repeat the process until a terminal state is reached.  

 

3.3.4. Why Knowledge Base and not Database 

 

The system needed two knowledge bases where Doyle Soft Knowledge Base is used. The system 

should have a knowledge base where the information of agents, hosts and jobs are to be kept. The 

information of the jobs are read and learnt by the agents directly from one of the knowledge 

bases. The agents also read and learnt the information of the malicious hosts’ from the other 

knowledge base which is the most important work in the system. The Co-Agent wanted the 

information of the available agents which is mainly needed for the whole system’s processing. A 

Database cannot be used in the system as the agents wanted only the information directly to be 

learnt by them but not the database from which the raw data has to be processed again and then 

learnt by the agents. This is the major reason for the usage of the Knowledge Base in the system. 

 

4. SYSTEM IMPLEMENTATION AND RESULTS 

 
The proposed framework was implemented with two knowledge bases, fifteen agents and a Co-

Agent. The time allotted for every agent to finish its job was 60 seconds. The maximum wait time 

for a delayed agent was fixed as 70 seconds. The host information in KB1 was kept empty when 

the cycle started. The Agent information contained the list of agent names and the capabilities of 

doing their jobs. The given host path for the agents was 34.65.100.2, 22.45.120.12, 32.4.101.78, 

43.12.1.1, 5.5.5.5, 55.66.11.20, 45.101.9.76, 67.22.6.6, 99.9.9.89, 71.20.20.6, 4.4.4.100. Table 1 

shows the list of available jobs and capable agents. 

 
Table 1: List of available jobs and capable agents 

Name of the Jobs Capable Agents 

Email Email Sender, Email Receiver, Email Processor, Email Checker, 

Email Cleaner 

 

Scheduling Traffic Info Reader, Info Passer, Info Searcher, Info Fetcher, Info Sender  

Information Network Job Checker, Time Allocator, Job Measurer, Job Priority Giver, Job 

Allocator 

 

 

The jobs were finished with 9 agents with one duplicate agent with the time limit of 60 seconds. 

Let us have an overall view of the job cycle in Table 2. 
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Table 2: Final status of the agents and the jobs 

 

Note:  Y- Agent Selected  DY- Cloned Agent  C(D)- Delayed and Job 

Complete  

C- Job Complete   D-Dead Agent   ICD- Delayed and Job 

Incomplete 

IC- Job Incomplete  X- Agent Missed  CL-Cloned Agent 

  

H-Healthy Agent  OD-Once Delayed

 

The list of the nodes which were specified for the agents to travel and the list of the hosts which 

were found to be malicious are given in Table 3. 
 

Table 3: List of specified host path and the malicious hosts 

Host Path Malicious Hosts 

34.65.100.2 Yes 

22.45.120.12 No 

32.4.101.78 Yes 

43.12.1.1 No 

5.5.5.5 Yes 

55.66.11.20 No 

45.101.9.76 Yes 

67.22.6.6 Yes 

99.9.9.89 No 

71.20.20.6 No 

4.4.4.100 No 
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The proposed system can be proved to be better in performance compared with few of the already 

proposed research works. The merits of the proposed system are given in Table 4. 
 

Table 5: Comparison of other systems with the agent based framework

Author 

Name 

Year Approac

h/ 

Techniq

ue Used 

 

Demerits of the 

Technique 

Merits of the 

Proposed Approach 

in this research work 

 

Francesco 

Aiello, 

Giancarlo 

Fortino, 

Antonio 

Guerrieri 

and Raffaele 

Gravina [23] 

 

 

2011 

 

 

MAPS 

 

The number of agent 

production is unknown 

thereby it leads to the 

unlimited number of agent 

clones. 

 

The number of agent 

clones are always 

known as it is taken 

care of by the Co-

Agent. 

 

Qingping 

Lin, Liang 

Zhang, Sun 

Ding, 

Guorui Feng 

and 

Guangbin 

Huang [47] 

 

 

 

2008 

 

 

IA 

Framewo

rk 

 

The number of 

uncontrolled migrating 

clones are produced 

 

Only the required 

number of clones is 

produced. 

 

Senol Zafer 

Erdogan, 

E.Murat 

Esin and 

Erdem Ucar 

[52] 

 

 

2008 

 

Self 

Cloning 

Ant 

Colony 

Approac

h 

 

The ants self clones and 

then destroys themselves 

after a period of time. 

 

Cloning happens after 

the destruction or 

missing of agents 

where the missing 

process happens in the 

outside environment. 
 

Junhua 

Ding, 

Dianxiang 

Xu, Xudong 

He, and Yi 

Deng [33] 

 

 

2005 

 

SPIN  

 

The coordination between 

the agents become tedious 

when the mobile agent 

system becomes complex 

 

Coordination is always 

maintained among the 

agents as the role is 

played by the Co-Agent 

 

Fuyuki 

Ishikawa, 

Nobukazu 

Yoshioka, 

Yasuyuki 

Tahara and 

Shinichi 

Honiden 

[24] 

 

 

2004 

 

 

BEPL 

 

The agents are very rigid 

in Web Service 

applications to adapt to 

various environments. 

 

The agents are very 

flexible in Web 

Services and they can 

adapt to various 

environments. 
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Gheorghe 

Tecuci and 

Michael R. 

Hieb [26] 

 

 

2002 

 

Disciple 

Approac

h 

 

Three independent 

knowledge bases are used 

to train the agents where 

the KBs have to be 

updated by the user. 

 

Dependent Knowledge 

bases shows the 

coordination between 

them and makes the 

system perform better 

compared with the 

independent KBs. 
 

Costas 

Tsatsoulis 

and Leen-

Kiat Soh 

[16] 

 

 

2000 

 

Agents in 

Telecom

municati

on 

Network. 

 

Uncontrolled agents are 

produced more in number 

which reduced system 

performance 

 

Reduces the production 

of uncontrolled agents 

which maintains the 

system performance. 

 

Curtis A. 

Carver, Jr., 

John M.D. 

Hill and 

John R. 

Surdu [17] 

 

 

2000 

 

Adaptive 

Intrusion 

Response 

 

When complexity of 

computer attacks 

increases, more robust 

Intrusion response 

systems were necessary. 

 

As the agents are aware 

of the malicious hosts, 

how much ever attacks 

increase, they can 

protect themselves. 

 
 

5. CONCLUSION AND FUTURE WORKS 

 
Agents are still in an emerging state. There are many threats for the agents on their voyage to 

fulfil their goals. This research work has concentrated on one threat which is the malicious host 

attack.  The result of the malicious host threat is loss of agents. So far, the problem of loss of 

agent was solved by cloning the agents which leads to uncontrolled production of agents thereby 

reducing the system performance. Researchers are keen in making the agents adaptive to escape 

from the malicious hosts’ attack through many processes like encryption.  

 

We have designed and developed an agent based framework in which agents learn the host 

information and adapt themselves to escape from the malicious hosts by the process of learning. 

Our system has got records of present agents and the malicious host information which will solve 

the above stated problems. Controlled number of clones is produced to maintain the system 

performance. Coordination is maintained between two knowledge bases by the Co-Agent in 

solving the problem and run the system effectively. The functions of the agent based system are 

inspired by the functions of the Human Nervous System. 

 

The present work can be extended by taking the time allotment for the agents into consideration 

by giving more time for the agents if the job size is more. The cloned agents are produced from 

the available agents, which will affect cloning if all available agents are missing. The system can 

be tested using real time resources. The other vulnerabilities of the agents and other cloning 

techniques can be taken into account to develop the system.  
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