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In order to reduce the harm of red tide to marine ecological balance, marine fisheries, aquatic resources, and human health, an
optimal Grey Verhulst model is proposed to predict the concentration of nitrogen in seawater, which is the key factor in red tide.
The Grey Verhulst model is established according to the existing concentration data series of nitrogen in seawater, which is then
optimized based on background value and time response formula to predict the future changes in the nitrogen concentration in
seawater. Finally, the accuracy of the model is tested by the posterior test. The results show that the prediction value based on
the optimal Grey Verhulst model is in good agreement with the measured nitrogen concentration in seawater, which proves the
effectiveness of the optimal Grey Verhulst model in the forecast of red tide.

1. Introduction

With the population expansion, land resources are becoming
more and more precious, which leads to the shortage of
material resources and the crisis of energy. The development
ofmarine resources has become an effective way to relieve the
pressure of resources and environment in the 21st century.
With rapid development of marine resources, a variety
of marine disasters follow as a result. In particular, the
occurrence of red tide as well as the harm caused by it is
frequently increasing [1]. Many researches have shown that
the eutrophication of the seawater is the primary condition
of the occurrence of red tide. The increase of nitrogen,
phosphorus, and other nutrient salts in seawater greatly
promotes the eutrophication of seawater [2]. Moreover, the
nitrogen concentration in seawater is regarded as a key factor
to predict the occurrence of red tide. Measured results have
shown that the change of the nitrogen concentration in
seawater is not monotonous.

Through the analysis of Grey system model and tradi-
tional Verhulst model, it is found that Grey system model is
suitable to describe the monotonous change process, but it

can be used in small sample data as well [3, 4]. In contrast,
traditional Verhulst model is suitable for nonmonotonous
data, but large samples are required [5]. In light of the
characteristics of the change of the nitrogen concentration
in seawater, Grey Verhulst model is applied to predict the
nitrogen concentration in seawater. In Grey Verhulst model,
an accumulation result of the original data is used to expand
the scope of the application of the traditional Verhulst model
[6, 7]. Therefore, Grey Verhulst model has been widely used
in recent years [8–11].

In order to improve the accuracy of the prediction, an
optimal Grey Verhulst model is proposed to predict the
nitrogen concentration in seawater. The experimental results
show its high precision and small error compared with other
models [12], a testament to the effectiveness of the optimal
GreyVerhulstmodel. So the optimalGreyVerhulstmodel can
be applied to forecast red tide.

2. Related Work

2.1. Research on Red Tide Disaster. Red tide is an abnormal
ecological phenomenon which is caused by fulminating
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proliferation or accumulation of plankton in seawater [13].
According to statistics, the frequency and the cumulative
occurrence area of red tide are both increasing year by year.

Although themechanismof the occurrence of red tide has
not been determined yet, the main reasons that increase the
frequency of red tide are widely recognized as follows [14]:

(1) More and more eutrophic seawater
(2) The increase of the utilization and the development of

coastal water, such as the development of aquaculture,
which leads to marine pollution

(3) The increasing marine traffic, which is considered to
expand the distribution of some harmful algae

(4) Abnormal climate events, such as Nino and Southern
Oscillation phenomenon

(5) Decreasing efforts in the marine environmental pro-
tection and careless attitude towards the red tide

A large number of studies have shown that the occurrence
of red tide is most strongly associated with seawater eutroph-
ication [2]. Therefore, the research on the forecast of the
concentration of nitrogen in seawater has great significance
in the prediction of red tide disaster.

2.2. Grey VerhulstModel. Grey system theorywas established
and developed by Professor Julong Deng at the beginning
of 1980s, which has been successfully applied in indus-
trial, agricultural, economic, and other fields, solving many
practical problems in production and scientific research.
Specifically, Grey system theory is mainly used in small
sample monotonous data. Grey system theory can effectively
deal with incomplete and uncertain information. The Grey
model (GM) is the core of Grey system theory, which collects
available data to obtain the internal regularity without using
any assumptions. The forecasting accuracy is related to the
sample number 𝑛 in GM. However, Gray model always
needs to be combined with other methods to optimize the
model, which can increase the accuracy of the prediction.
For example, the combination of Grey model GM(1, 1) with
three-point moving average proposed by Professor Mao and
Chirwa has been proven to be a more powerful forecasting
tool and yields far much better predictions for vehicle fatality
risk rates [15]. Its application to the UK and US data sets
yields exact predictions that are of high repeatability with
characteristics depicting high reliability and efficiency [16].
The paper is based on the Grey theory combined with the
Verhulst model to predict nitrogen concentration which is
the key factor of red tide. Traditional Verhulst model was put
forward by Verhulst in the study of biological reproduction
rules.Themodel is mainly used in large amount of data. Grey
Verhulst model extends traditional Verhulst model so that it
can be used in the unimodal type data.

In order to improve the accuracy of prediction, some
researchers have optimized Grey Verhulst model. Evans
proposed a Generalized Grey Verhulst model in which a
new parameter estimation method was proposed on the
basis of the relationship of background value and simulative
function. The amount of British steel input was predicted by

Generalized Grey Verhulst model to prove its effectiveness
[17]. Chunguang et al. established an unbiased Grey Verhulst
model according to the objective function which is the
minimum value of the square of subtraction between recip-
rocal accumulating generating sequence and its inversely
simulative value [16]. Wang et al. established a new Grey
Verhulst model and its application is put forward [18]. Julong
improved the simulative accuracy by using Fourier transform
to correct simulation residual, and the trend of the euro
against the dollar was predicted by this model to prove the
good forecasting effect [19]. According to the analysis of the
existing Grey Verhulst models, there are few researches on
the model from the perspective of the initial value and the
simulative value.

In order to predict the nitrogen concentration in seawater
and avoid the error accumulation problem, a new method to
optimize the time response function of Grey Verhulst model
is proposed according to the criterion of minimum sum-
square of difference between the raw data vector and the
simulated data vector. The Logistic curve is used to fit the
raw data, which optimizes background value and improves
the prediction accuracy.

3. The Optimization of
the Grey Verhulst Model

3.1. The Optimization of the Background Value. The Grey
Verhulst model GM(1, 1) is constituted by a first-order
differential equation containing only one variable [20–22].
Assuming that 𝑋(0) is a nonnegative raw data sequence and
that 𝑋(1) is an accumulative sequence of 𝑋(0), 𝑋(1) can be
defined as follows [23–26]:

𝑋
(1)
= {𝑥
(1)
(1) , 𝑥

(1)
(2) , . . . , 𝑥

(1)
(𝑛)} ,

𝑥
(1)
(𝑘) =

𝑘

∑

𝑗=1

𝑥
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(𝑗) , 𝑘 = 1, 2, . . . , 𝑛.

(1)

In (1), 𝑛 is the number of data in the sequence.
The generated mean sequence 𝑍(1) of𝑋(1) is defined as

𝑍
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= {𝑧
(1)
(2) , 𝑧
(1)
(3) , . . . , 𝑧

(1)
(𝑛)} ,

𝑧
(1)
(𝑘) = 0.5𝑥

(1)
(𝑡𝑘) + 0.5𝑥

(1)
(𝑡𝑘−1) , 𝑘 = 2, 3, . . . , 𝑛.

(2)

At this time, the power model of GM(1, 1) is defined as
follows:

𝑥
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(𝑘) + 𝑎𝑧

(1)
(𝑘) = 𝑏 (𝑧
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The whitening equation of GM(1, 1) is defined as follows
[27–30]:

𝑑𝑥
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When 𝛼 = 2, according to (4),𝑋(1) is calculated as [31–33]
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According to (5), 𝑥(1)(𝑘) has S-type growth, which is shown
in Figure 1 (the sequence of 𝑥(1)(𝑘) is shown in Figure 1).

The integration results of (4) in (𝑘 − 1, 𝑘) are shown as

𝑥
(0)
(𝑘) + 𝑎∫

𝑘

𝑘−1

𝑥
(1)
(𝑘) 𝑑𝑡 = 𝑏∫

𝑘
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𝑥
(1)
(𝑘)
2
𝑑𝑡. (6)

By comparison of (3) and (6), it can be seen that
the definition equation of Grey Verhulst model uses the
trapezoidal area to replace the curve graphics area.Therefore,
the definition equation of Grey Verhulst model has the lower
accuracy. Curve fitting method is proposed in this paper to
fit raw data of the curve, and the background value and the
accuracy of the model are improved by using (6) to solve the
values of the parameters 𝑎 and 𝑏.

From (5) and Figure 1, Logistic curve is used to fit the raw
data, and it can be expressed as
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The parameter𝑚 is calculated as follows:
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According to (8), the parameters of 𝑝, 𝑞 are obtained by
using the least squares approximation, which is shown as
follows:
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From (11), the solution of 𝑝, 𝑞 is shown as
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The background value is calculated as follows [12]:
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(𝑎, 𝑏)
𝑇 is a sequence of parameters that can be expressed

as
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Figure 1: The trend graph of the accumulative sequence.

According to (14) and (15), the values of 𝑎, 𝑏 can be
obtained with the results of optimized background value.

3.2. The Optimization of the Time Response. The general
solution of (4) for the time response function is shown as

�̂�
(1)
(𝑘) =

1

𝑐𝑒
𝑎𝑘
+ 𝑏/𝑎

. (16)

By comparison of (16) and (5), the simulated curve passes
by the first point of the raw data in the traditional solution,
which does not necessarily fit the facts. The least squares
method does not need the simulated curve to pass by the
first point and the parameter 𝑐 can be solved according to
the known information. According to the criterion of the
minimum sum of square between the reciprocal of the raw
data sequence and the reciprocal of the predictive value, the
function 𝐹(𝑐) is defined as
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According to the extreme conditions 𝐹(𝑐) = 0, the
parameter 𝑐 can be calculated as
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According to the above equation, the optimal general
solution of time response function is obtained.

3.3. Grey Verhulst Model Accuracy Test. The accuracy of Grey
Verhulst model can be tested by three methods: pretest,
intermediate test, and post hoc test [34, 35]. The posterior
variance test method, which is a kind of intermediate test, is
applied to test the accuracy of Grey Verhulst model. �̂�(0)(𝑛) is
the predictive value, and the predictive sequence is shown as
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= [�̂�
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The residual is expressed as
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The variance of the raw sequence and residual sequence
is shown as follows:
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In (21), 𝑥 and 𝑒 are defined as

𝑥 =

1

𝑛

𝑛

∑

𝑘=1

𝑥
(0)
(𝑘) ,
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𝑛

𝑛

∑
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The posterior variance ratio 𝐶 is defined as

𝐶 =

𝑆2

𝑆1

. (23)

The small error probability 𝑝 is defined as

𝑝 = 𝑃 {|𝑒 (𝑘) − 𝑒| < 0.6745𝑆1} . (24)

𝐶 and 𝑝 are the two important indicators to validate the
precision of themodel. According to (24),𝐶 is determined by
𝑆2 and 𝑆1.The bigger the value of 𝑆1, the bigger the dispersion
degree of the original data. A low value of 𝑆2 indicates a
low degree of residual dispersion. Therefore, 𝑆2/𝑆1, namely,
the value of 𝐶, being small shows that although the original
data is very discrete, the relationship between the calculated
values and the actual value of themodel is not very discrete. 𝑝
indicates the number of dots of which the difference between
the residual and the residual mean value is less than the
given value, 0.0645𝑆1. The bigger the value of 𝑝 is, the more
uniformly distributed is the fitted value. According to 𝐶 and
𝑝, the accuracy of the model can be divided into four levels,
as shown in Table 1 [36, 37].

4. Application Analysis of Optimal Grey
Verhulst Model

4.1. Example 1. As the Bohai Bay is a semiclosed harbor, it is
not conducive for the pollutants to spread. The pollution of
the sea water is very serious, which promotes the microbial
growth. As a result, red tides often occur. The optimal
Grey Verhulst model is applied to predict the nitrogen
concentration in the Bohai Bay. The measured sample data
of the nitrogen concentration in the Bohai Bay collected in
summer is shown in Table 2. 𝑥(𝑘) refers to the nitrogen
concentration in seawater on 𝑘 day.
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Table 1: Model accuracy grade table.

The precision grade The posterior
variance ratio 𝐶

Small error
probability 𝑝

Level 1 (good) 𝐶 ≤ 0.35 0.95 ≤ 𝑝

Level 2 (qualified) 0.35 < 𝐶 ≤ 0.5 0.80 ≤ 𝑝 < 0.95

Level 3 (reluctant) 0.5 < 𝐶 ≤ 0.65 0.70 ≤ 𝑝 < 0.80

Level 4 (unqualified) 0.65 < 𝐶 𝑝 < 0.70

Table 2:The sample table of the nitrogen concentration with 9 sets.

Nitrogen samples Concentration (𝜇mol/L)
𝑥(1) 30
𝑥(2) 33
𝑥(3) 37
𝑥(4) 45
𝑥(5) 55
𝑥(6) 65
𝑥(7) 72
𝑥(8) 76
𝑥(9) 80

Through the analysis of the measured raw data in Table 2,
the sequence has been saturated. So the raw data are directly
taken as the first-order accumulative data sequence 𝑋(1)
which approximately matches the following Logistic func-
tion:

𝑥
(1)
(𝑘) ≈

1

0.0317𝑒
−0.2661𝑘

+ 0.009

, 𝑘 = 1, 2, . . . , 𝑛. (25)

The first eight sets of data in the sequence are taken as the
modeling data which are used to establish the traditional
Grey Verhulst model, the Grey Verhulst model based on
optimal time response, and the Grey Verhulst model based
on background value optimization, respectively. The last set
of data in the sequence is used to make a comparison with
prediction data in order to prove the extrapolation of the
model.

In order to test the accuracy of different Grey models,
various models are formed in this paper:

GVM: GVM(1, 1) model
TPGVM: Modified Grey Verhulst model at time
response using the processed data [12]
BPGVM: Modified Grey Verhulst model at back-
ground value using the processed data [12]
TRGVM: Modified Grey Verhulst model at time
response using the raw data
BRGVM: Modified Grey Verhulst model at back-
ground value using the raw data

GVM is shown as

𝑥
(1)
(𝑘 + 1) =

7.983

0.072 + 0.1914𝑒
−0.2661𝑘

,

𝑘 = 1, 2, . . . , 𝑛.

(26)

TPGVM is shown as

𝑥
(1)
(𝑘) =

0.2661

0.0086𝑒
−0.2661𝑘

+ 0.0024

, 𝑘 = 1, 2, . . . , 𝑛. (27)

TRGVM is shown as

𝑥
(1)
(𝑘) =

0.2661

0.0093𝑒
−0.2661𝑘

+ 0.0024

, 𝑘 = 1, 2, . . . , 𝑛. (28)

Table 3 gives a comparison between the different Mod-
ified Grey Verhulst models at time response and the tradi-
tional Grey Verhulst model. The average relative error is the
sumof absolute values of relative error.The extrapolated value
is the model’s predictive value.

The posterior variance ratio is calculated as

𝐶 =

𝑆2

𝑆1

= 0.130 ≤ 0.35,

0.6745𝑆1 = 11.37,

|𝑒 (𝑘) − 𝑒| < 0.6745𝑆1.

(29)

So the small error probability 𝑝 = 1.
Although the average relative error results of threemodels

are almost the same, Grey Verhulst model based on time
response value optimization excludes different predictive
models caused by different selection of raw data.

In the aspects of the extrapolation, shown as the last
record in Table 3, TRGVM model is the best among three
models, since the actual value is 80.

Therefore, (28) can be used to make better predictions of
the nitrogen concentration.

BPGVM is shown as

𝑥
(1)
(𝑘 + 1) =

7.953

0.074 + 0.1911𝑒
−0.2651𝑘

,

𝑘 = 1, 2, . . . , 𝑛.

(30)

BRGVM is shown as

𝑥
(1)
(𝑘 + 1) =

8.296

0.078 + 0.2068𝑒
−0.2673𝑘

,

𝑘 = 1, 2, . . . , 𝑛.

(31)

Table 4 gives a comparison between the different Mod-
ified Grey Verhulst models at background value and the
traditional Grey Verhulst model.

The posterior variance ratio is shown as

𝐶 =

𝑆2

𝑆1

= 0.003 ≤ 0.35,

0.6745𝑆1 = 11.37,

|𝑒 (𝑘) − 𝑒| < 0.6745𝑆1.

(32)

So the small error probability 𝑝 = 1.
In the aspects of the extrapolation, shown as the last

record in Table 4, BRGVMmodel is also the best among three
models, since the actual value is 80.

Therefore, (31) can be used to make better predictions of
the nitrogen concentration.
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Table 3: Accuracy comparison of GVM, TPGVM, and TRGVMmodels.

Measured
raw data

GVM TPGVM TRGVM
Prediction value The relative error (%) Prediction value The relative error (%) Prediction value The relative error (%)

30 30 0 29.9 −0.5 27.9 −6.9
33 36.5 10.6 35.9 9.1 33.8 2.5
37 43.2 16.9 42.7 15.5 40.4 9.2
45 50.5 12.1 49.9 10.9 47.5 5.4
55 57.8 5.1 57.2 4.1 54.7 −0.4
65 65.1 0.2 64.6 −0.7 62.1 −4.4
72 72.1 0.09 71.5 −0.6 69.2 −3.9
76 78.4 3.3 78.0 2.6 75.9 −0.1
Average
relative error
(%)

6.9 5.5 4.1

Extrapolation
values 84.2 83.6 81.9

Table 4: Accuracy comparison of GVM, BPGVM, and BRGVMmodels.

Measured
raw data

GVM BPGVM BRGVM
Prediction value The relative error (%) Prediction value The relative error (%) Prediction value The relative error (%)

30 30 0 30 0 29.1 −2.9
33 36.5 10.6 36.1 9.2 35.1 6.3
37 43.2 16.9 42.7 15.3 41.7 12.5
45 50.5 12.1 49.6 10.2 48.5 7.9
55 57.8 5.1 56.7 3.1 55.6 1.2
65 65.1 0.2 63.7 −1.9 62.7 −3.5
72 72.1 0.09 70.4 −2.2 69.4 −3.6
76 78.4 3.3 76.5 0.7 75.5 0.0
Average
relative error
(%)

6.9 5.3 4.8

Extrapolation
values 84.2 82.0 81.0

4.2. Example 2. In order to further illustrate the advantages
of the proposed optimization model, the sample data is
increased in this example.The 18 sets of the nitrogen concen-
tration in Zhuhai estuary collected in summer are shown in
Table 5. The last two sets of data are extrapolated data. The
comparison between the different Modified Grey Verhulst
models and the traditional Grey Verhulst model is shown in
Tables 6 and 7.

According to Tables 6 and 7, the Modified Grey Verhulst
model using the raw data is the best model in contrast with
the Modified Grey Verhulst model using the processed data
and the traditional Grey Verhulst model because it has the
best prediction and extrapolation effect.

5. Conclusion

After analyzing the trends of the nitrogen concentration
which is the key factor in red tide occurrence, an optimal
Grey Verhulst model is proposed to predict the nitrogen
concentration in seawater. In order to improve the predictive
accuracy, two optimal methods are put forward: the opti-
mization of the background value and the time response.
The application results show that the optimal Grey Verhulst

Table 5:The sample table of the nitrogen concentration with 18 sets.

Nitrogen samples Concentration (𝜇mol/L)
𝑥(1) 28
𝑥(2) 30
𝑥(3) 32
𝑥(4) 35
𝑥(5) 36
𝑥(6) 42
𝑥(7) 46
𝑥(8) 51
𝑥(9) 57
𝑥(10) 65
𝑥(11) 74
𝑥(12) 83
𝑥(13) 90
𝑥(14) 95
𝑥(15) 99
𝑥(16) 102
𝑥(17) 100
𝑥(18) 101

model can better forecast the trends of the nitrogen concen-
tration than the other two methods. Since the optimal Grey
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Table 6: Accuracy comparison of GVM, TPGVM, and TRGVMmodels.

Measured
raw data

GVM TPGVM TRGVM
Prediction value The relative error (%) Prediction value The relative error (%) Prediction value The relative error (%)

28 28 0 27.3 −2.5 26.1 −6.8
30 33.4 11.3 33.5 11.6 33.8 12.7
32 39.2 22.5 38.2 19 34.8 8.8
35 41.3 18 41.3 18 40.7 16
36 43.5 17.5 42.2 14.1 39.2 6.0
42 44.5 5.9 43.9 4.5 42.2 0.5
46 48.8 6.1 45.3 −1.5 44.9 −2.4
51 53.6 5.1 52.8 3.5 53.2 4.3
57 60.3 5.8 60.2 5.6 58.9 3.3
65 67.6 4 68.1 4.7 66.7 2.6
74 77.8 5.1 72.6 −1.9 75.6 2.2
83 85.9 3.5 85.3 2.8 83.5 0.6
90 93.6 4 92.5 2.8 92.1 2.3
95 98.5 3.7 97.2 2.3 96.3 1.3
99 100.7 1.7 101.1 2.1 100.5 1.5
102 103.2 1.1 102.7 0.7 101.4 0.6
Average
relative error
(%)

7.2 5.3 3.3

Extrapolation
values

104.2 102.2 101.5
104.7 103.8 102.1

Table 7: Accuracy comparison of GVM, BPGVM, and BRGVMmodels.

Measured
raw data

GVM BPGVM BRGVM
Prediction value The relative error (%) Prediction value The relative error (%) Prediction value The relative error (%)

28 28 0 27.2 −3.6 26.3 −7.1
30 33.4 11.3 33.1 10.3 33.6 12
32 39.2 22.5 38.7 20.9 35.4 10.6
35 41.3 18 40.7 16.2 40.5 15.7
36 43.5 17.5 42.7 15.4 40.9 9.4
42 44.5 5.9 43.5 3.6 42.6 1.4
46 48.8 6.1 44.7 −2.8 45.5 −1.1
51 53.6 5.1 53.3 4.5 52.2 2.3
57 60.3 5.8 60.5 6.1 59.4 4.2
65 67.6 4 67.2 3.3 66.5 2.3
74 77.8 5.1 73.1 1.2 75.3 1.8
83 85.9 3.5 86.1 3.7 84.8 2.1
90 93.6 4 93.2 3.4 92.3 2.6
95 98.5 3.7 97.6 2.7 96.7 1.8
99 100.7 1.7 101.3 2.3 100.3 1.3
102 103.2 1.1 102.4 0.4 102.5 0.5
Average
relative error
(%)

7.2 5.4 3.8

Extrapolation
values

104.7 103.3 102.4
103.6 103.1 102.2
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Verhulst model is only suitable for S-type data, combining
the optimal Grey Verhulst model with other algorithms to
overcome the defects in the optimal Grey Verhulst model will
be the focus of study in the future.

Notations

GM: Grey dynamic model
GVM: Grey Verhulst model
TPGVM: Modified Grey Verhulst model at time

response using the processed data
BPGVM: Modified Grey Verhulst model at

background value using the processed data
TRGVM: Modified Grey Verhulst model at time

response using the raw data
BRGVM: Modified Grey Verhulst model at

background value using the raw data
𝑋
(0): Nonnegative raw data sequence

𝑋
(1): Accumulative sequence of𝑋(0)

𝑋
(𝑐): Accumulative sequence

𝑛: Number of data in the sequence
𝑍
(1): Generated mean sequence
𝑒(𝑡): Weight function
�̂�

(0): Predictive value
(𝑎, 𝑏)
𝑇: Sequence of parameters

𝐸: Residual
𝑆
2: Variance of the raw sequence and residual

sequence
𝐶: Posterior variance ratio
𝑃: Small error probability.
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