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Abstract—The notion of Architectural Vulnerability Factor (AVF) has been extensively used to evaluate various aspects of design

robustness. While AVF has been a very popular way of assessing element resiliency, its calculation requires rigorous and extremely

time-consuming experiments. Furthermore, recent radiation studies in 90 nm and 65 nm technology nodes demonstrate that up to

55 percent of Single Event Upsets (SEUs) result in Multiple Bit Upsets (MBUs), and thus the Single Bit Flip (SBF) model employed in

computing AVF needs to be reassessed. In this paper, we present a method for calculating the vulnerability of modern microprocessors

-using Statistical Fault Injection (SFI)- several orders of magnitude faster than traditional SFI techniques, while also using more realistic

fault models which reflect the existence of MBUs. Our method partitions the design into various hierarchical levels and systematically

performs incremental fault injections to generate vulnerability estimates. The presented method has been applied on an Intel

microprocessor and an Alpha 21264 design, accelerating fault injection by 15�, on average, and reducing computational cost for

investigating the effect of MBUs. Extensive experiments, focusing on the effect of MBUs in modern microprocessors, corroborate that

the SBF model employed by current vulnerability estimation tools is not sufficient to accurately capture the increasing effect of MBUs in

contemporary processes.

Index Terms—AVF, microprocessor vulnerability, statistical fault injection, multiple bit upset
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1 INTRODUCTION

THE increasing threat of soft errors in nanometer technol-
ogies has resulted in a plethora of design solutions for

protecting latches from SEUs [1], as well as combinational
logic from Single Event Transients (SETs) [2], [3]. Despite
the demonstrated effectiveness of these solutions, apply-
ing them blindly across an entire design incurs prohibi-
tive cost. As a result, various methods for assessing the
susceptibility of individual latches or logic gates have
also been proposed [4], [5], in order to support partial
hardening approaches [6], [7], [8], [9], [10]. Susceptibility
evaluation and the corresponding ranking of latches or
logic gates typically takes into account a number of fac-
tors, including electrical device characteristics, timing
issues, as well the actual logic function implemented.
These factors reflect the circuit-level and gate-level rea-
sons that may prevent an SEU or an SET from causing a
soft error in a circuit. However, they are unable to cap-
ture error masking causes at higher levels and, therefore,

they prove rather insufficient when applied to modern
microprocessors.

Modern microprocessors exhibit a high degree of
architectural-level and application-level masking, result-
ing in many errors being suppressed or having a low
probability of affecting the workloads that are typically
executed. Indeed, the multitude of functional units and
stages in deeply-pipelined superscalar microprocessors,
along with advanced architectural features such as
dynamic scheduling and speculative execution, imply
that rather complex conditions need to be satisfied in
order for an error to affect the architectural state of the
microprocessor or the outcome of an application. In an
effort to capture these additional masking factors, vulner-
ability analysis methods have been developed specifically
for microprocessors [11], [12], [13], [14], [15]. These
methods typically employ SFI and actual workload simu-
lation using an architectural performance model, a Regis-
ter Transfer (RT-Level), or a Gate-Level microprocessor
model, and seek to assess the probability that a transient
error in a state element will affect workload execution,
commonly known as the AVF. As we discuss in the next
section, however, the use of performance models limits
vulnerability analysis accuracy, while the use of RT-Level
or Gate-Level models of an entire microprocessor requires
prohibitive simulation time.

At the same time, the use of AVF for accurate micropro-
cessor vulnerability analysis is also challenged by the dra-
matic increase of multi-bit failure rates [16], [17]. AVF
captures the effect of an SEU through a SBF model. How-
ever, as process feature sizes continue to shrink, it has
become more likely that adjacent cells may also be affected
by a single event [18], thereby causing a MBU.
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AnMBU is defined as an event that causes more than one
bit to be upset during a single measurement [19]. During an
MBU, multiple bit errors in a single word, as well as single
bit errors in multiple adjacent words may be introduced
[20]. While MBUs have been encountered in the past in
space applications [18], advanced memory structures
exhibit an increasing multi-bit failure rate [16], [17], pin-
pointing the need for incorporating multi-bit upsets in accu-
rate vulnerability analyses. Specifically, in [16], experiments
show that only 45 percent of the upsets affect only 1 bit; the
rest may affect up to 7 bits, as shown in Fig. 1. This failure
rate is further accelerated by reduced power supply voltage,
increased clock frequency, crosstalk and electromigration
effects [21].

Considering both single-bit and multi-bit upsets becomes
particularly important when assessing vulnerability of
modern microprocessors. A large area percentage of such
circuits is occupied by several in-core memory arrays, typi-
cally implemented using SRAM cells. To the best our
knowledge, while extensive studies have been performed
on increasing reliability of caches and register files [22], [23],
only a few MBU studies target modern microprocessor
modules [21], [24], [25].

Therefore, in order to provide accurate vulnerability esti-
mates in modern microprocessors, the following should be
addressed:

� Fast and accurate modern microprocessor fault simula-
tion: An RT-Level model is required, as functional
simulators1 overestimate AVF [12]. Using an RT-
Level model, however, is a major bottleneck as thou-
sands of simulations are required in an extensive SFI
campaign to assess vulnerability. This problem is
further accentuated when MBUs are introduced.

� Proper modeling of multiple-bit upsets: Such models
depend on detailed radation-induced studies. Blindly
assuming multiple bit flips in adjacent cells is mis-
leading, as there may be no series of electrical events
that can result to such outcome following an SEU.

Accordingly, in this paper we present a thorough MBU
vulnerability analysis study in two complex modules of two

modern microprocessors. This study is facilitated by two
key contributions:

1) Enhanced fault models, as presented in Section 3, in
order to provide reliable vulnerability figures in the
presence of multiple bit errors. This study reveals
that using the conventional SBF fault model results
in inaccurate estimations of module vulnerability, as
compared to using more realistic fault models which
are crafted based on the findings of recent proton
and neutron irradiation tests.

2) A novel methodology for calculating vulnerability in
modern microprocessors using Hierarchical Fault
Pruning (HFP), presented in Section 4. The proposed
method is faster, yet maintains the accuracy of the
traditional SFI approach, which employs the entire
microprocessor monolithically. HFP leverages the
high masking factors of microprocessor modules to
quickly prune the fault list as it progresses towards
larger partitions where simulation is slower and,
thereby, accelerate vulnerability analysis.

Section 5 describes the employed simulation-based
experimental infrastructure. Results, along with a compara-
tive analysis between the various models are presented in
Section 6, followed by conclusions in Section 7.

2 RELATED WORK ON VULNERABILITY

The vulnerability of a microprocessor, expressed as its Soft
Error Rate (SER) [26], [27], [28], [29], is a function of several
elements that can affect the FIT (Failures In Time) rate of the
microprocessor. Common elements include elevation, tech-
nology generation, supply voltage, etc., and typical FIT rate
numbers for latches used in literature vary between 0.001 -
0.01 FIT/bit [30].

When a fault appears in a circuit, it may be masked by
the logic, the architecture, or the application itself. There-
fore, designers focus on faults that, with high probability,
result in a user-visible error. Calculating this probability,
however, is not trivial and researchers have followed vari-
ous approaches to obtain accurate estimates.

The notion of AVF has been extensively used in the past
to characterize the criticality of flip-flops and latches to pro-
gram execution correctness. AVF expresses the probability
of a bit-flip resulting in a visible system error. Previously
proposed methods for performing AVF analysis employ
either performance models [11], [31], [32] or RT-Level mod-
els [12], [13], [14] of a microprocessor. As we explain below,
the former enable fast AVF estimation but suffer in terms of
accuracy, while the latter offer far more accurate results but
require prohibitive simulation times.

The performance model-based method described in [11]
introduces the concept of Architecturally Correct Execution
(ACE) and defines ACE bits as those that can cause corrup-
tion in the final output of the program. In contrast, un-ACE
bits are those which under no conditions may produce a
discrepancy in the final program outcome (i.e. branch pre-
dictor bits). ACE analysis is performed and evaluated on an
IA-64 performance simulator, using which the authors can
generate deterministic AVF estimates for the ACE bits
and rank the corresponding state elements based on their

Fig. 1. Frequency distribution of number of faulty bits generated per SEU
for different process sizes [16].

1. Since estimation of AVF using statistical fault injection relies on
comparing the system output in the presence of a fault to a golden
model output, preserving correct functionality is a requirement of the
simulation. Therefore functional simulators, rather than performance
simulators are needed.
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criticality. For this purpose, workload is simulated to com-
pletion and the impact of faults in these state elements is
analyzed in a single simulation pass, which is performed
rapidly. Furthermore, another major benefit of ACE analysis
is that it can be performed early in the design cycle. The
major drawback of ACE analysis and AVF estimation using
the architectural performance model, however, is the lack of
detail about the actual hardware structures of the micropro-
cessor. Therefore, the analysis is only performed for the
modeled components, which in the case of [11] includes
only components that affect the performance of a micro-
processor. This results in significant loss of accuracy in
AVF estimation. Furthermore, extensive manual effort is
required to classify a bit as ACE or un-ACE.

The methods described in [12], [13], [14] resolve the AVF
estimation accuracy problem by performing SFI in the RT-
Level model, which reflects the actual hardware structures
of the microprocessor. Recent radiation studies with actual
proton and neutron irradiation tests showed that SFI meas-
urements at the RT-Level closely match in-field exposure
[33]. This accuracy, however, comes at a cost: RT-Level sim-
ulations are far slower than performance models and fault
simulation tools are not readily available at this level. Fur-
thermore, a rigorous transient fault injection campaign
requires excessive simulation times in order to provide sta-
tistically significant results. In [12], the authors provide a
qualitative comparison of the AVF estimation accuracy of
their extensive RT-Level simulations to the ACE analysis
presented in [11]. Their findings conclude that ACE analysis
overestimates soft error vulnerability by about 3.5� and
that this discrepancy stems from the model’s lack of hard-
ware detail and the single-pass simulation methodology. In
[32], Wang et al. [12] replied that added detail to the ACE
analysis can lead to tighter AVF bounds. Still, the limited
detail available at the performance model remain the main
contributor to AVF overestimation.

A different approach to compute the vulnerability of
state elements, called Global Vulnerability Factor (GSV)
analysis, is presented in [34]. GSV aims to approximate
AVF using single stuck-at fault simulations. GSV can pro-
vide, in much shorter time, the same relative ranking of
memory elements in terms of their criticality, as compared
to AVF. However, the acquired GSV figures are dependent
on the experimental setup and are not transferrable across
designs and experiments.

All the aforementioned vulnerability analysis techniques
employ single error models to estimate the reliability of a
microprocessor. Multiple, non-concurrent faults are dis-
cussed in [35] in order to evaluate the efficiency of design
diversity. Exhaustive characterization of multi-bit errors in
90/130 nm memories is presented in [17], while in [25], the
authors perform multi-bit error campaigns in an embedded
cache and discuss how cache scrubbing can reduce the dou-
ble-bit error rate. Another investigation of multi-bit failure
rate in advanced memories appears in [16], targeting 65 nm
processes. The latter study triggered the definition of a new
probabilistic framework for incorporating vulnerability of
memories to different fault multiplicities into AVF [24].
Finally, Touloupis et al. [21] investigate the effects of multi-
ple non-concurrent faults on the operation of a microproces-
sor. Both [24] and [25] conclude that the probability of non-

clustered double faults is negligible, and can be eliminated
with simple scrubbing techniques [25].

In contrast, the work presented herein seeks to accelerate
and enhance vulnerability analysis in modern microproces-
sors with contemporary MBU fault models.

3 MBU FAULT MODEL

Recent radiation tests [16], [24] presented real-life evidence
of spatial MBUs in technologies below 130nm. Fig. 1 shows
the observed MBUs for two different technologies. For
65nm, almost 20 percent of the SEUs generated four soft
errors, highlighting the neccessity of taking into account
MBUs during SER analysis.

During a single event upset, ionizing radiation releases
charge in a device. This can happen either because of direct
ionization by the incident particle or because of ionization
by generated particles from the reaction between the parti-
cle and the device itself. Both effects induce charge collec-
tion, possibly affecting the state of the device. Depending
on the properties of the semiconductor device, the charge
collection can affect multiple nodes2.

Typically observed fail bit patterns, as presented in Fig. 2,
indicate that multi-bit upsets do not manifest as multiple bit
flips spread across rows or columns; instead, they are clus-
tered in double stripes perpendicular to the wordlines and
manifest as ‘force-to-0’ or ‘force-to-1’ effects. Fig. 3 shows a
highly compact layout of bit cells widely used in the design
of such arrays. Since the p-well is shared among every pair
of columns, in case a particle strikes and causes charge col-
lection, the generated charge raises the potential of the bulk
and turns on a parasitic bipolar transistor. Hence, the circuit
node is shorted to the bulk and the contents of the cell are
flipped. There is also a probability that parasitic bipolar
transistors in neighboring cells sharing the same p-well will
turn on, effectively generating an MBU. Depending on the
node hit by the particle, the value of the cell may or may not
change. For example, in case node Q is struck when the bit
is holding 0, the bit cell will not be affected; the same applies
when node QB is struck when the bit has a value of 1.
Consequently, about 50 percent of the upsets will not result
into bit flips.

This model is the basis of the experiments performed in
Section 6. A similar MBU fault model was also used in [24].
It should be noted that, the discussed effects apply only to
dense SRAMS; therefore, combinational logic is immune to
multiple-bit upsets [37].

4 HIERARCHICAL FAULT PRUNING

In this section, we propose a methodology that employs sta-
tistical fault injection in a hierarchical manner in order to

Fig. 2. Typically observed fail bit patterns [16].

2. The interested reader can find an extensive discussion on the
physics of such charge collection in [36].
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accelerate vulnerability analysis. This method is demon-
strated through the traditional AVF computation. In this
context, by “hierarchical” we imply that fault simulation
is incrementally performed in gradually expanding parti-
tions of the design. Assume, for example, that we are
interested in computing the AVF of the instruction sched-
uler module of the Alpha 21264 processor, shown in
Fig. 4. In this case, a possible hierarchy could involve the
instruction scheduler by itself in Level 1, the out-of-order
execution cluster, which includes the instruction sched-
uler, in Level 2, and the entire microprocessor in Level 3.
As can be observed, successive levels always include the
preceding ones, therefore fault simulation becomes
increasingly more expensive. At the same time, the size
of the fault list that needs to be simulated is drastically
reduced due to masking, as we proceed from each level
to the next. Indeed, modern microprocessors exhibit high
masking factors [38], [39], reported to be up to 98 percent
(AVF ¼ 2%) [38]. Based on these two observations, HFP

aims to accelerate AVF computation by reducing the sim-
ulation effort without sacrificing accuracy.

Hierarchical approaches have previously been used in
the literature in order to extract various design parameters,
such as timing, energy consumption and soft error rate fig-
ures [40], [41]. These approaches, however, only perform
static analysis of the circuit and do not dynamically con-
sider any actual workload. In contrast, our HFP approach
includes workload analysis, as this is essential for proper
AVF estimation.

The HFP method is presented in detail in Algorithm 1.
First, we partition the design into the various hierarchy lev-
els and create the list of latches to be injected. Then, we gen-
erate a fault list with random transients for each latch in the
first level. After initializing the algorithm, we fault simulate
all faults in this fault list. At the end of this simulation, any
fault which causes some discrepancy at the primary outputs
(POs) of the first level is stored and set to be injected again at
the next level. We define the fraction of the faults that appear
at the POs of the partition as Module Vulnerability Factor
(MVF), to avoid confusion with AVF which is defined based
on faults propagating to the POs of the entire design. When
all faults are simulated at the first level, all stored faults
become the input fault list of the second level and the same
process is applied. These faults are simulated again, since
the next partition contains the previous one, but now the
design is much larger and more faults will be masked and
will not appear at the POs of this new level. This process
repeats for each of the defined levels. At the end of the algo-
rithm, the AVF of each latch is calculated as the product of
the MVFs of this latch across all the different levels.

Fig. 3. Compact mirror layout of arrays [24].

Fig. 4. Sample partitioning (Alpha 21264).
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Algorithm 1.Hierarchical Fault Pruning algorithm

1 Assume T is the list of latches to be injected;
2 Assume n is the number of hierarchical levels;
3 Initialize Level ¼ 1;
4 for each Latch in T do
5 Generate random fault list F ðLevel; LatchÞ for Level ¼ 1;
6 end
7 for Level ¼ 1 to n do

8 for each Latch in T do

9 Initialize activated fault list AðLevel; LatchÞ ¼ ;;
10 for each Fault in F ðLevel; LatchÞ do
11 Fault simulate Fault;
12 if Fault propagates to partition’s POs then

13 Add Fault to AðLevel; LatchÞ;
14 end
15 end
16 MVF ðLevel; LatchÞ ¼ jAðLevel; LatchÞj=jF ðLevel;

LatchÞj;
17 F ðLevelþ 1; LatchÞ ¼ AðLevel; LatchÞ;
18 end
19 end
20 for each Latch in T do

21 AVF ðLatchÞ ¼ MVF ð1; LatchÞ �MVF ð2; LatchÞ � � � � �
MVF ðn; LatchÞ

22 end

For example, in the three-level hierarchy shown in
Fig. 4, let us assume that the MVF of a latch in the sched-
uler (i.e., MVF1) is 25 percent at the first level, i.e., 1 out
of 4 transients in this latch makes it to the POs of the
scheduler. Let us also assume that out of these faults,
25 percent make it to the POs of the out-of-order cluster
(e.g., MVF2 ¼ 25%) and, out of those, 25 percent leave
the full-chip model and are stored in memory (i.e., MVF3
= 25%). Evidently, the probability that a fault will reach
the POs of the second level (out-of-order cluster)
is MVF1�2 ¼ MVF1*MVF2 ¼ 25%*25% ¼ 6.25%, while the
probability that it will reach the POs of the third level
(entire design) is AVF ¼ MVF1�3 ¼ MVF1*MVF2*MVF3 ¼
25%*25%*25% ¼ 1.5%, consistent with what is reported in
[38]. As a result, assuming an initial fault list size of 100
K faults in the scheduler, only 25K faults will be simu-
lated at level 2, and only 6.25K faults will be simulated at
the entire design level. In contrast, without the proposed
hierarchical approach, all 100K faults would have to be
simulated at the entire design level.

Defining the design hierarchy is a key part of the process
where designer expertise is important. A small number of
large partitions require fewer iterations of the HFP algo-
rithm, yet each iteration takes longer to complete. A larger
number of smaller partitions results in faster iterations of
the HFP algorithm, yet many faults are repeatedly injected
at successive levels. A balanced approach used herein,
which serves as a good starting point, is to define a hierar-
chy consisting of (i) sub-block level, (ii) layout block level,
and (iii) full-chip level.

Furthermore, given the HFP methodology, we can
employ several more techniques to further accelerate fault
injection, such as:

� Correlation of vulnerability factors between different par-
titions. As a fault is being injected across levels, there
may be a correlation between higher levels and the
final vulnerability estimate. For example, if a fault
escapes the Out-Of-Order cluster, there is a very
high probability that it will affect the user (thus, the
out-of-order partition will provide similar vulnera-
bility estimates to the full-chip partition).

� Fault list size reduction. Since HFP enables rapid fault
injection, the optimal fault sampling size can be
identified early in the design process, and used for
accurate vulnerability estimation.

These extra speed-up factors are extensively evaluated in
Section 6.

5 EXPERIMENTAL SETUP

In order to evaluate the effectiveness of our methods, we
performed extensive experiments on a contemporary Intel
microprocessor implementing the P6 architecture3, as well
as on the Alpha 21264 microprocessor.

The experiments utilize SFI campaigns to estimate the
soft error of the microprocessors under test. SFI has been
demonstrated to closely match actual radiation studies with
proton and neutron irradiation tests [33]. Furthermore, the
distributions of MBU faults used in the SFI campaigns have
been presented in [16] and have been extensively used in
the literature.

Fig. 5 shows the basic P6 architecture [42]. Instructions
flow from the instruction cache to the decoders, where they
enter the out-of-order cluster and are stored in the Reserva-
tion Station (RS). The Reorder Buffer (ROB) guarantees in-
order retirement after out-of-order instruction execution.
The Memory Reorder Buffer (MOB) interacts with the data
cache in order to fetch the required information.

The Alpha 21264 microprocessor full chip model appears
on the right side of Fig. 4. The Alpha 21264 instruction flow
is similar to the P6, featuring a 32-slot instruction array
scheduler for storing the incoming instructions from the
renaming logic, and the ability to dispatch up to 6 instruc-
tions to the corresponding functional units. The scheduler
also incorporates a scoreboard to resolve data hazards.

Our study focuses on the control units of the out-of-order
cluster, namely the Instruction Scheduler (known as Reserva-
tion Station in P6) and the Reorder Buffer. Following the
guidelines provided in Section 4, our hierarchy includes 3
levels. Level 1 corresponds to the module (i.e., either the RS
or the ROB). Level 2 corresponds to the partition (i.e., the
out-of-order execution engine, shown as the dark gray area
in Fig. 5 for the P6 and as presented in the middle of Fig. 4
for the Alpha 21264). Level 3 corresponds to the entire chip.

Our simulation experiment flow is shown in Fig. 6.
Before starting the HFP algorithm, certain initialization
steps are needed so that workload may be executed:

� Workload execution. A variety of workload should be
selected for effective AVF analysis. A typical work-
load requires several million cycles to be completed,
rendering full workload execution at the gate-level

3. A non-disclosure agreement with Intel Corporation prevents us
from providing details about the actual microprocessor.

2668 IEEE TRANSACTIONS ON COMPUTERS, VOL. 64, NO. 9, SEPTEMBER 2015



impractical. In order to execute workload on P6, after
compiling the workload for the specific x86 architec-
ture, we use pinLIT [43] to extract workloads in the
object file format. As for the Alpha 21264, we employ
the mixed-mode simulation presented in [44], where
a functional simulator is used to warm-up the caches
and complete the workload, while the clock cycles of
interest are examined using an RT-Level model.

� Vector generation: The object file has to be simulated
in order to generate appropriate vectors for use dur-
ing fault simulation. A logic simulator is used to sim-
ulate workload and Value Change Dumps (VCDs)
are extracted at the input boundary of each level.

� Fault list generation: In order to apply SFI, a set of
fault locations is needed, on which transient error
injections are performed in order to calculate the
AVF. Since our focus is the AVF of memory ele-
ments, the design is parsed and the fault locations
are enumerated. Given this list, transient errors are
randomly generated and injected uniformly over
time, ensuring that the same number of errors is
injected in each element.

The workload used in our experiments comprises various
SPEC benchmarks, namely astar (path-finding algo-
rithms), bzip2 (compression), h264 (video compression),
lucas (primality checking), mcf (combinatorial optimiza-
tion), gzip (compression), parser (syntactic parser) and
gap (group theory). The benchmarks represent different
workload types, which is needed for accurate AVF calcula-
tion. Workloads were executed to completion using minimal
inputs. For the P6, all experiments were performed within

Intel’s environment, on machines with similar capabilities.
For the Alpha 21264, the experiments were performed on a
Xeon 3.4GHz server with 16GB of RAM. The times reported
in Section 6 are averages of several simulations to ensure fair
comparison in terms of required resources.

6 EXPERIMENTAL RESULTS

In the first part of this section, we demonstrate the AVF cal-
culation acceleration obtained by the proposed HFP method
over the traditional SFI approach and we investigate possi-
ble options for gaining further speed-up at the expense of
some minor accuracy loss. In the second part, we compare
the results of different MBU models, while in the third part
we evaluate vulnerability for realistic MBU distributions.

6.1 AVF Calculation Speed-Up

6.1.1 Hierarchical Fault Pruning

Table 1 compares the simulation time of SFI to that of HFP
for our fault-injection campaign of 175K faults. The reported
times are averaged over 20 fault simulation runs on a single
machine. The simulation time needed for each level in the
HFP method is also shown in the table. Specifically, HFP1

refers to the simulation time needed to obtain results at the
boundary of the first level (i.e., the RS or the ROB module),
HFP1�2 refers to the cumulative simulation time to obtain
results at the boundary of the second level (i.e., the out-of-
order execution engine), and HFP1�3 refers to the cumula-
tive simulation time to obtain results at the boundary of the
full chip. Evidently, HFP1�3 >HFP 1�2 >HFP1.

In order to compare the simulation times between HFP
and traditional SFI, we need to compare the simulation time
of HFP1�3 and the simulation time of SFI. The correspond-
ing entries in Table 1 show that HFP outperforms SFI by
more than an order of magnitude. For example, calculating
AVF for the latches of the P6 RS while running the astar

workload on 175K faults via SFI requires 3 days (263,802

Fig. 6. Experimental flow.

Fig. 5. P6 general architecture [42].
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seconds), while the same results are obtained via HFP
within only 5 hours (17,075 seconds), corresponding to a
15� speed-up. On average, across our simulations, HFP
accelerated AVF calculation by 12.6x for RS and 15.6x for
ROB. The key implication of the obtained speed-up is that
we can now use HFP to generate statistically significant
AVF numbers (i.e., 5 benchmarks, 175K faults per bench-
mark) for a module within a day (on a single machine), as
opposed to the two weeks required by SFI.

Similar speed-up is obtained while injecting faults at the
Alpha 21264 modules (Table 2). We note that the overall
time needed to extract AVF numbers is much higher than
for the P6, as one fault is injected per pass; in contrast, the
in-house Intel simulator can inject several faults per pass.

6.1.2 AVF to MVF Correlation

Further AVF calculation speed-up can be obtained, at the cost
of some minor accuracy loss, by leveraging an interesting
observation regarding the correlation between AVF and
MVF. Evidently, since a fault may bemasked at a subsequent
level in an n-level hierarchy, MVF1 � MVF1�2 � � � � �
MVF1�n ¼AVF for every latch. However, as we approach the
full-chip level, masking becomes less likely and depends
mostly on the application behavior (application masking)
rather than the properties of the injected latch; therefore, it is
likely that the MVF will become increasingly correlated to
the AVF. For example, the correlation coefficient between
MVF1�3 ¼ AVF and MVF1�2 in our experiment for the Intel
microprocessor is 97 percent. This does not come as a sur-
prise, due to the nature of the partitioning chosen. A fault
escaping Level 2 guarantees incorrect execution of an instruc-
tion, since Level 2 contains all the execution functionality.

The implication of this observation is that we can speed-
up AVF calculation by using the –much faster to compute–
MVF of preceding levels instead. For example, suppose that
AVF is used to rank the state elements of a module in order
to select and protect the most vulnerable ones. The top line
(MVF1�3¼AVF) in Fig. 7 reports the coverage (y-axis) that
would be achieved by protecting the corresponding per-
centage of the state elements shown in the x-axis4. This is

the point of reference, reflecting an optimal state element
ranking. Suppose now that the same state elements are
ranked based on MVF1�2 instead. In this case, the coverage
achieved by protecting the corresponding percentage
shown in the x-axis is given by the middle line on the plot
of Fig. 7. Evidently, the accuracy lost when selecting based
on MVF1�2 instead of AVF is fairly small, while the compu-
tational gains are very large. For example, the 15� speed-up
reported in Table 1 for astar becomes 27� if the simulation
stops at HFP1�2.

We note, however, that the correlation between
MVF1�3¼AVF and MVF1 is only 61 percent, implying that a
fault escaping the boundary of a small module, such as the
RS or the ROB, is not a good indication of whether it will
actually affect execution. As a result, ranking and protecting
state elements based on MVF1, as shown on the bottom line
of Fig. 7, yields very sub-optimal results.

6.1.3 Fault Injection Window

AVF calculation may also be accelerated, again at the cost of
minor accuracy loss, by limiting the number of simulation
cycles after a fault is injected. A similar approach is taken in
the RT-Level AVF calculation method described in [39],
where faults are not simulated until the end of the workload
due to limited resources. Instead, a fault is injected during a

TABLE 1
Simulation Time (in Minutes) Comparison between

HFP and SFI for 175K Faults for P6

astar bzip2 h264 lucas mcf

HFP1 68 67 68 55 44
HFP1�2 166 137 130 89 153

RS HFP1�3 284 302 312 528 397

SFI 4,396 3,023 6,839 6,209 2,029

Speed-up 15� 10� 21� 12� 5�
HFP1 110 117 111 122 103
HFP1�2 131 142 133 145 125

ROB HFP1�3 281 421 426 440 492

SFI 5,247 3,779 9,438 7,645 5,876

Speed-up 18� 9� 22� 17� 12�

TABLE 2
Simulation Time (in Minutes) Comparison between

HFP and SFI for 175K Faults for Alpha 21264

gzip bzip2 parser gap mcf

HFP1 321 392 295 475 289
HFP1�2 798 972 701 1,103 735

Scheduler HFP1�3 1,252 1,674 1,358 2,503 1,210

SFI 23,802 18,417 20,383 37,545 21,792

Speed-up 19� 11� 15� 15� 18�
HFP1 280 484 791 688 594
HFP1�2 749 1,345 1,973 1,831 1,002

ROB HFP1�3 1,274 2,972 3,755 3,670 2,225

SFI 31,856 26,754 56,338 48,721 35,610

Speed-up 21� 9� 15� 13� 16�

Fig. 7. Correlation between AVF and MVF calculated at various parti-
tions levels.

4. Values on the axis are omitted and results are reported only for a
subset of the latches due to the confidential nature of the actual data.
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limited number of cycles (up to 10,000). Indeed, fault simu-
lation of RT- or Gate-Level models is feasible only for a few
thousand cycles.

In the results presented herein, complete workloads were
executed exclusively at the Gate-Level, yet with minimal
inputs in order to keep the clock cycles below 1 million.
Fig. 8 shows how many cycles, after injection of a fault, the
fault appears at the primary outputs of the corresponding
partition. As can be observed, over 96 percent of the faults
appear within 1,000 cycles after injection, and almost all
faults (i.e, 99.96 percent) reach the outputs within 10,000
cycles. Thus, we can safely stop the simulation 10,000 cycles
after fault injection and still compute very accurate AVF
numbers with the data available at that point in time. In our
experiments, this approach would result in an additional
10� AVF calculation speed-up, since we would fault simu-
late 10,000 cycles instead of 100,000+ typically used as a
safety margin [39].

6.1.4 Fault List Size

Finally, additional AVF calculation speed-up may be
obtained by moderating the fault list size, possibly at the
expense of minor accuracy loss. In our experiments, we
used a sample size of 2,500 injections per latch (5 bench-
marks, 500 injections per latch) to compute the AVF num-
bers, which we use as our baseline. In this section, we
examine the impact of reducing this sample size on the
accuracy of the computed AVF.

Fig. 9 shows how the AVF computed using smaller
fault list sizes (i.e., 1,000, 500, 250, 125, 60 and 30 injec-
tions per latch) correlates to the baseline AVF. For each
sample size, the average over 10 different fault lists is
reported (along with the deviation). For example, a sam-
ple size of 60 injections per latch correlates, on average,
78 percent with the optimal list, yet this number may be
as low as 40 percent. The key take-away point from this
graph is that accurate AVF estimations (i.e., with both
minimum and average correlation coefficient >90%) can
be obtained using a fault list size of as few as 250 sam-
ples. This leads to an additional 10x speed-up, since 250
instead of 2,500 injections are performed.

6.2 Comparison Between Different MBU Models

The usage of the Hierarchical Fault Pruning capability
allows the injection of a very high number of faults in a

short amount of time. In this section, we examine multi-bit
upsets, considering up to four upsets for a single event (i.e.
strike). Again, due to NDA, results only for the Alpha 21264
will be presented in this section.

Fig. 10 presents the hypothetical cases where MBUs
have a fixed radius. As expected, lower upset radius leads
to lower vulnerability estimates, and as the fault effect
radius increases, the vulnerability of the module under
test increases as well. An interesting observation from
Fig. 10 is that, while vulnerability factors for 3BUs and
4BUs are on average higher than those for 1BUs and
2BUs, the merit figures of 3BUs and 4BUs are similar.
Additional experiments showed that vulnerability does
not increase significantly for an upset radius of more than
4 bits. Even though, intuitively, an MBU of 5+ bits has
more chances of affecting the system output, as compared
to an MBU of 4 bits, results show that the probabilities
are approximately the same. This happens because of
‘dead instructions’, as described by Mukherjee in [11]. For
example, consider a 4-bit MBU at the instruction sched-
uler. An MBU of 4 bits is wide enough to probably affect
the system output, unless the scheduler location where
the hit occurred did not contain valid instructions. The
exact same case applies for MBUs that are 5+ wide (they
have to hit dead instructions in order not to affect the exe-
cution). Thus, 5+ BUs can be approximated by 4BUs for
saving simulation time.

Fig. 8. Statistics driving fault injection window selection.
Fig. 9. Correlation between AVFs produced by different number of
samples.

Fig. 10. Comparison between different MBU models.
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6.3 Vulnerability Comparison for Representative
MBU Distributions

Obviously, particle effects will not manifest exclusively as
1, 2, 3 or 4 BUs, but rather as a distribution of different
MBUs. Using the distribution extracted by radiation
experiments performed in 90 nm and 65 nm processes
[16] (appearing in Fig. 1), we can perform a realistic com-
parison of the vulnerability metric using SBF to the vul-
nerability estimated by representative distribution of
MBUs. Specifically, the 90 nm Representative Distribution
(90 nmRD) consists of 95 percent 1BU, 4 percent 2BUs
and 1 percent 4BUs. The 65 nm Representative Distribu-
tion (65 nmRD) reflects a completely different distribu-
tion, consisting of 45 percent 1BU, 18 percent 2BUs, 0.1
percent 3BUs and 27 percent 4BUs (as discussed in the
previous section 5+ BUs are approximated by 4BUs).

Fig. 11 presents a comparison of the SBF model to the two
MBU distributions of the respective process nodes. The
results corroborate that due to the introduction of a sig-
nificant percentage of 2þ MBUs, the SBF model leads to
inflated vulnerability factors, as compared to more realistic
distributions of faults. Specifically, the vulnerability estima-
tion of 0.12 based on SBF is 0.05 more than the vulnerability
estimation of 0.07 based on 90 nmRD. Thus, SBF overesti-
mates vulnerability by 71 percent. Similarly, for the
65 nmRD fault model, SBF overestimates vulnerability by
33 percent (0.09 compared to 0.12).

We should note, however, a major difference between
SBF and the newly defined MBU models, namely the data-
dependency of the upset. Specifically, in the SBF model an
event will always flip the target bit, independent of the exist-
ing data stored in this bit. In contrast, the xBU model will
approximately flip a bit 50 percent of the time, making the
actual effect data-dependent. Therefore, one might argue
that in order to ensure a fair comparison, the 1BU model
(which is approximately 50 percent of the SBF) should be
used as the baseline. In this case, which is also presented in
Fig. 11, the 1BU model underestimates the overall vulnera-
bility by 14 percent, for the 90 nmRD fault model and 34 per-
cent for the 65 nmRD fault model.

To summarize, independent of whether the SBF or the
1BU model is used as a reference point, our results support
the conjecture that, in contemporary technologies wherein

MBUs are prevalent, vulnerability cannot be accurately esti-
mated without taking into account the distribution of MBU
faults. Finally, besides the inaccuracy of vulnerability esti-
mates, we would also like to point out an additional limita-
tion of relying on SBF or 1BU models, namely their inability
to correctly assess the effectiveness of error detection and
correction schemes. Suppose, for example, that a designer is
contemplating between a parity-based protection scheme
and a Double Error Detection-Single Error Correction
scheme. Using the SBF and 1BU models would fail to differ-
entiate between the robustness achieved by each of these
two options in the presence of MBUs. In contrast, using
actual MBU distributions would provide estimates that
would more accurately match in-field exposure.

6.4 Discussion on Future Technology Nodes

The fault models used in this study are based on radiation
results on the very commonly used 6T-based SRAM cells.
As discussed in [45], while the SEU rate in 6T SRAM cells
kept decreasing as technology shrunk form 250 to 65 nm,
that trend is reversed below 65 nm, as shown in Fig. 12. The
reason behind the decreasing trend was the reduction of the
cell area and the improvement of the technology, which
counterbalanced the negative effect that critical charge
reduction had on SER. Results in 40 nm, however, showed
an increase in SER rate, as shown in Fig. 12. Furthermore,
independent of the SER of individual cells, the number of
cells affected by an SEU continues to increase as process
shrinks [45], highlighting the need for (i) MBU inclusion in
vulnerability analysis and (ii) revisiting vulnerability esti-
mation in future technology nodes.

In order to provide vulnerability estimates in the pres-
ence of MBUs, the methodology proposed herein only
requires (i) the expected distribution of faults and (ii) the
expected workload. Therefore, it can be easily adapted for
evaluating vulnerability of future technologies.

7 CONCLUSION

In this study, we enhance the accuracy of vulnerability
analysis in modern microprocessors by incorporating
MBUs in the vulnerability estimation process. In order to
facilitate such a computationally expensive task, we intro-
duced the concept of Hierarchical Fault Pruning, which
exploits the high masking factors of modern microproces-
sors towards accelerating vulnerability analysis. By hier-
archically partitioning the design and incrementally fault

Fig. 11. Vulnerability comparison for representative MBU distributions.

Fig. 12. SRAM SEUs as a function of the technology node [45].
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simulating each level only for the subset of faults that
evade masking in previous levels, the number of simula-
tion cycles required is drastically reduced. On average,
HFP speeds-up vulnerability calculation by 15� as com-
pared to the traditional SFI approach, without sacrificing
any accuracy, and may be used for accurate MBU vulner-
ability analysis. The latter is shown to be a crucial
capability, as our experimental results on modern micro-
processors demonstrate that the traditional SBF model
does not capture the effect of MBUs, leading to inaccurate
vulnerability estimates.
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