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ABSTRACT

Recognizing sign language is a very challenging task in com-
puter vision. One of the more popular approaches, Dynamic
Time Warping (DTW), utilizes hand trajectory information
to compare a query sign with those in a database of exam-
ples. In this work, we conducted an American Sign Lan-
guage (ASL) recognition experiment on Kinect sign data
using DTW for sign trajectory similarity and Histogram of
Oriented Gradient (HoG) [5] for hand shape representation.
Our results show an improvement over the original work
of [14], achieving an 82% accuracy in ranking signs in the
10 matches. In addition to our method that improves sign
recognition accuracy, we propose a simple RGB-D alignment
tool that can help roughly approximate alignment parame-
ters between the color (RGB) and depth frames.

Categories and Subject Descriptors
H.4 [Gesture and motion Tracking]: Miscellaneous
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1. INTRODUCTION

In the field of computer vision, sign language recognition
remains one of the most challenging tasks. With the recent
release of the Microsoft Kinect camera, depth-sensing tech-
nology has become widely available at an affordable price.
The depth camera provides an additional dimension beyond
that of RGB images so that a pixel becomes a point in 3D
space instead of color intensity values. This greatly increases
information found in features, leading to better recognition
accuracy. One problem associated with RGB-D input, how-
ever, is pixel alignment between the depth and color images.
Since the two sensors are separated by a physical distance,
their perception of the scene is from a slightly different per-
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spective, and there is not a one-to-one correspondence be-
tween pixels in the two images. In most cases, people use
only the depth information, as properly calibrating the RGB
and depth cameras is a non-trivial task. By discarding the
RGB image, valuable information is lost that cannot nec-
essarily be acquired from the depth image, such as hand
shape, since the Kinect depth image is captured in low res-
olution. Therefore, object shape, like that of the hands,
cannot be captured in detail. In this paper, we propose a
simple calibration tool that approximates 4 alignment pa-
rameters, including x-translation, y-translation, x-scale and
y-scale, so that the researcher can align the two images and
utilize both depth and color information.

The second contribution of this paper is a proposed method
that improves sign language recognition rate over that of the
work from [14]. In [14], the query sign was recognized us-
ing Dynamic Time Warping as a distance measure between
hand trajectories. They also compared hand shape in both
the first and last frame of signs using the Euclidean distance
between shape features described in the paper. While the
shape features used in [14] are able to improve accuracy,
they do not utilize gradient (edge) information that is the
core feature in popular descriptors such as SIFT or HoG. We
applied the same method, DTW, for hands trajectory com-
parison but use Histogram of Oriented Gradient (HoG) [5]
to represent hand shape instead and achieve better results.
Accuracy increases, on average, about 10%.

2. RELATED WORKS

There are numerous related works in gesture and sign recog-
nition. The most common problems regarding sign language
and gesture recognition, in general, are:

1. Image transformation between training and query data.
Scale, rotation, affine and illumination, for example.

2. Noise in training and query data. While this problem
is common in any machine learning application, it is
exaggerated in computer vision applications, where the
majority of information founded in the video may be
unrelated to the task at hand.

3. Temporal segmentation of the gesture. When does the
gesture start and stop?
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The solutions to these problems lie in either features or
recognition method.

While detecting features, a difficulty arises from the fact
that, in a video, there is a lot of irrelevant information—for
example, background, face, and clothes. Therefore, when
extracting features, only body parts performing the gesture
should be considered. This, however, is not a trivial task.
Methods abound for hand detection, ranging from simple
skin and motion models [19, 20] to shape-based template
search [10]. Contextual search using graphical models has
been popular in recent years, for example chain model [§]
and skeleton tracking on Kinect depth images [7]. Using
a depth camera such as the Kinect eases some difficulty in
computer vision applications [18], as additional information
is available. However, finding hands is still an ongoing re-
search problem.

An alternative approach to searching for individual body
parts is to extract features such as HoG [5] features from the
whole frame. While this approach does not suffer from the
difficulties found in body part or interest point extraction,
it does capture noise and, thus, is not tolerant of image
transformation.

In gesture recognition methods, the problem is viewed as one
application of time series classification. Inspired by speech
recognition, the most popular model is Hidden Markov Model
(HMM) and its variations [6, 16, 11, 2, 17]. Dynamic Time
Warping (DTW), a time series matching algorithm, is also
a popular choice [4, 12, 1, 14] due to the fact that it is a dis-
tance measure and therefore, no training is required, mak-
ing it a perfect choice for applications where the number of
training examples is small, as is the case with ours. In more
recent work, Conditional Random Field (CRF) [9] and Hid-
den Conditional Random Field (H-CRF) [15] improves upon
HMM by removing the 1-to-1 dependency between a hid-
den state and observation, thus increasing overall accuracy.
However, both CRF and H-CRF require a large number of
training examples in order to learn a good model.

3. METHODS

Our method of sign recognition continues the work of [14].
To recognize a sign, we use two kinds of features. The first
one is hand trajectory. As in [14], the features we use for
single-handed signs are:

1. Hand location with respect to face position

2. Unit hand motion velocity vector. Mathematically,
given hand location h(t), at frame ¢, this feature is
h(t+1)—h(t—1)
v(t) =
|[A(t +1) — h(t = 1)

For 2-handed signs, the features are:

1. Right hand location with respect to face position
2. Unit right hand motion velocity vector.

3. Left hand location with respect to face position

Figure 1: Hand shape sample images from the ASL data set.
The color images are the annotated hand regions in the color
frame. The grayscale images are the corresponding visualizations
of extracted HoG features using inverse HoG [13].

4. Unit left hand motion velocity vector.

5. Right hand position with respect to left hand, desig-
nated by f(¢)

6. Unit motion vector of f(t), given as

) - )
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We extract the trajectory feature described above from any
given query video sign. This feature will be compared to
those in the database training signs using DTW to match
hand trajectories.

The second part of our algorithm is hand shape matching.
Given a hand region on the first frame and the last frame
of the sign, we extract features describing hand shape. The
features used in the experiment are Histogram of Oriented
Gradient (HoG) features. We chose HoG features for robust-
ness against illumination changes and for recent success and
popularity in many computer vision applications. Again, the
HoG features will be matched with signs in the database
using Euclidean distance as a distance metric. Note that
the sign type of the query (whether it is one-handed or two-
handed) must also be given so that each type is only matched
against others of the same type.

To recognize a given sign, @, we retrieve the top k sign
candidates, S = {S1, Sa, ..., Sk }, using the matching method
described above. It is considered correctly classified if

38 €S,0(8:) = C(Q)

where C'(X) is a function returning the class of given video
X.

3.1 RGB-D Calibration Tool

As mentioned, we cannot apply the annotated bounding box
from the depth image to the RGB image directly, due to mis-
alignment of two images. Calibrating the Kinect camera is
a non-trivial task. We propose a simple alignment annota-
tion tool that approximates calibration parameters. These
parameters are x-translation, y-translation, x-scale and y-
scale. Note that the purpose of the tool is NOT to replace
proper camera calibration. It is just for fast, rough and
simple approximation of alignment parameters.
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Figure 2: Sample screen shot from the alignment annotation tool.
The bottom image is the working space where a human annotator
adjusts the segment extracted from the corresponding depth frame
to match the RGB frame. In the figure, this segment is the body
segment. The top image serves as a reference image.

Figure 2 shows a screen shot of the alignment tool. To
use the tool, the RGB frame and a segment extracted from
the corresponding depth frame must be provided. In our
case, we use body segmentation extracted from depth im-
age. The annotator will align the segment to match that
of RGB by adjusting translation and scale parameters such
that it matches as they see fit. As can be seen in figure
3, the body segment extracted from depth image has been
manually aligned to the RGB image. To learn the alignment
parameters of a camera on a specific view, the annotator
will perform the manual alignment for a certain number of
frames (50 in our experiment). The final parameters are the
average values.

4. EXPERIMENTS
4.1 Dataset

We conducted experiments on an American Sign Language
(ASL) data set consisting of 1,113 signs. There are 2 types
of data.

1. Videos from a data set captured by a standard RGB
camera. No depth information is available. We have
3 signers for this type of data. Each signer performs
1,113 signs, making a total of 3,339 signs. This data
set is called ASL data set in this paper.

2. Videos from a data set captured by a Kinect camera
[3]. There are 2 signers for this data set for a total of
2,226 signs. It is called jku449 in this paper.

Along with the sign videos, we also have bounding box an-
notations for the hands and face regions. The ASL data set
videos have annotations for all 1,113 signs by all 3 signers,
while the jku449 data set currently has annotations for 449
signs by one signer.

4.2 Implementation

As mentioned in section 3, sign recognition is done using
DTW and shape matching based on HoG features. The
feature used for DTW trajectory matching is the same that
were used in [14]. In addition, we have made some minor
improvements by standardizing features so that the mean
value is 0 and the standard deviation is 1.

HoG features parameters were extracted using inverse HoG
code [13] from MIT. With ASL data set, the hand regions
were extracted using manually annotated bounding boxes
from the RGB images. The same cannot be done with
jku449 data set since body part labeling was done on the
depth images. If we extracted the shape from the depth im-
ages, we would not have accurate shape information due to
the fact that depth images lack visual appearance informa-
tion. As mentioned previously, we used our alignment anno-
tation tool to learn estimated alignment parameters and ap-
plied the parameters to the depth image annotated bounding
boxes. Ideally, the result is bounding boxes properly aligned
with the hand regions in the RGB images.

The experiment was performed in a user-independent fash-
ion. For ASL data set, we used signs from one signer as
queries and compared them to signs from 2 other signers.
The result for ASL data set was the average from all 3
signers. Since we only have annotation from one signer for
jkud49 data set, the query signs are compared to videos
from ASL data set. To extract hand shape features for
jkud49 data set, we first applied the alignment parameters
on the depth image annotated hand bounding boxes to get
the hand region in the RGB image. Then, we extracted
HoG features on the hand region from the RGB image. The
quantitative measurement used was accuracy-top candidates
retrieval plot. For each data set, we implement 3 methods
to compare.

1. Hand trajectory matching with hand shape distance
using HoG features as shape representation

2. Hand trajectory matching with hand shape distance
using features in [14] as shape representation

3. Hand trajectory matching without hand shape dis-
tance.

5. RESULTS

5.1 RGB-D Alignment

Figure 4 shows examples of RGB-D alignment. It can be
seen that the bounding box, while not perfect, captures the
majority pixels belonging to the hands.

5.2 Sign Recognition

Figure 5 displays sign recognition accuracy. The x-axis rep-
resents the sign rank, the number of signs a user need to look
up before finding correct matches at y accuracy. The legend



Figure 3: Sample images with annotated regions from the ASL data set. Each image is from a different signer. The rectangles bound
various regions, including face and hands.

Figure 4: Visualization of RGB-D alignment. Left image is the manually annotated bounding box made on top of the depth frame.
The right image is the bounding box after applying alignment parameters on top of corresponding RGB frame. It can be seen that the
bounding box does encompass the majority of hand pizels
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Figure 5: Sign recognition results for ASL and jku449 data set. The x-axis represents top retrieval rank and y-azxis represents recognition
accuracy. The legend is in the format ’Data set - Hand shape features’.

Top k 1 3 5 10 20 30
ASL - HoG 57.29% | 73.94% | 80.56% | 86.43% | 91.25% | 93.38%
ASL - SGA 42% 61% 69% 78% 86% 89%
ASL - No shape | 30.37% | 48.05% | 57.5% | 69.63% | 79.37% | 83.95%
jku449 - HoG 44.18% | 60.75% | 70.45% | 82.09% | 88.96% | 92.54%
jkud49 - SGA 36.12% | 52.84% | 62.69% | 75.82% | 83.58% | 87.46%
jku449 - None 25.67% | 43.28% | 53.58% | 67.46% | 78.81% | 83.88%

Table 1: Sign retrieval accuracy in number. Top k refers to number of best matches

is in format 'Data set - hand shape features’. It can be seen
that hand shape comparison does increase the accuracy by
more than 10%. Using HoG for shape representation, the
accuracy improves over using the shape presented in [14] by
about 8%. At top 10 candidates retrieval, we achieved 86%
accuracy compared to 78% in [14].

Accuracy on the jku449 data set is on average about 2-3%
lower than that of ASL when using same method. At top
10 rank, the accuracy is 82% for jku449 data set. This is
because the estimated calibration parameters, while proving
to work well, are not perfect. Therefore, the extracted hand
regions obtained from the color images are not always accu-
rate. It can be seen that, without hand shape comparison,
the results of ASL (green line) and jku449 (cyan line) are
similar but begin to differ when hand shape is considered.

6. DISCUSSION AND FUTURE WORKS

We have demonstrated in this paper that, using HoG fea-
tures, we can improve the accuracy of sign recognition on
an ASL data set up to 8%. Furthermore, we introduced a
simple alignment annotation tool capable of approximating
the alignment parameters of RGB-D cameras.

There are a number of things left for future work. The
simplest one is, using Kinect data for queries, extend the
trajectory feature into 3D space. This, in theory, should
give better accuracy due to the fact that more information
is provided. Another idea would be to conduct a comprehen-
sive experiment using other kinds of features or recognition
methods. For instance, HMM and CRF for the recogni-
tion method or SIFT for hand shape features. Finally, we
will work towards recognizing signs without user-provided
information or annotations, such as hand bounding boxes,
temporal segmentation and sign type.
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